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Abstract

Modern applications require automated planning techniques to deal with uncertain environment, actions with nondeterministic outcomes, and objectives with a very complex structure. Widely spread uncertainty requires planning for extended goals that are not simply a set of states to be reached, but also a set of conditions to be satisfied during the plan execution. This thesis addresses the problem of planning for two classes of extended goals: goals with preferences and goals obtained by fusing of procedural and declarative constructs.

The importance of the problems of planning with actions that have nondeterministic effects and of planning with goal preferences has been widely recognized, and several works address these two problems separately. However, combining planning under uncertainty with goal preferences adds some new difficulties to the problem. Indeed, even the notion of optimal plan is far from trivial, since plans in nondeterministic domains can result in several different behaviors satisfying conditions with different preferences. Planning for optimal conditional plans must therefore take into account the different behaviors, and conditionally search for the highest preference that can be achieved. In this work, we address this problem. We formalize the notion of optimal conditional plan, and we describe a correct and complete planning algorithm that is guaranteed to find optimal solutions.

Another important class of planning objectives for nondeterministic do-
mains is motivated by the fact that in most planning approaches, goals and plans are different objects: goals are declarative requirements on what has to be achieved, and plans are procedural specification on how to achieve goals. This is the case as for classical reachability goals as for more complex setting, such as temporally extended goals. However, we might need to specify some planning objectives as procedures to be executed and vice versa. The combination of procedural constructs with declarative temporally extended goals can significantly increase the expressiveness of the goal language and simplify the process of goal development for human domain expert. Moreover, the procedural approach allows for embedding the domain specific knowledge in the goal to lighten the plan search process. We propose a novel language for expressing temporally extended goals for planning in nondeterministic domains. The key feature of this language is that it allows for an arbitrary combination of declarative goals expressed in temporal logic and procedural goals expressed as plan fragments.

We implement the proposed techniques as a framework that includes: the novel goal language for each class of extended goals we addressed in the thesis, the formal model for these goal languages, and planning algorithms for such kind of goals. We perform a set of experimental evaluations that show the potentialities of our approaches.
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Chapter 1

Introduction

Automated Planning is a process of automated reasoning that chooses and schedules actions based on their preconditions and expected outcomes in order to archive as best as possible preliminarily defined objectives. The modern artificial intelligence systems are characterized by a large amount of independent or partially dependent agents with specific responsibilities and life-cycles. Moreover, in many cases the supervisor software has a very restricted access to the system under control. These requirements inspire the evolution of approaches and techniques for automated planning of the behavior of large space domains in uncertain environment.

With respect to uncertainty, most of application domains are nondeterministic. In this case actions can have more than one possible outcome that cannot be predicted during the planning phase. In many cases nominal outcomes do not exist at all, because it is impossible to guarantee that something exceptional is not happen. Therefore, the possibility to deal with nondeterminism became an obligatory property for a planning framework to be applied to the real-life problems.

In recent works, there are two major approaches to model nondeterminism: (i) all action outcomes can happen with equal probability, and (ii) the probability is assigned to each action outcome. Although the probabilistic
approach gives an opportunity to define a planning domain more precisely, the planning techniques based on the qualitative model are traditionally much more faster. Moreover, in many domains there is no possibility to specify the exact probabilities for action outcomes, therefore the best model for such applications is a qualitative one. In this thesis we do not consider the probabilistic model and assume that all action outcomes can happen with equal probability.

Planning in nondeterministic domains leads to the fact that the execution trace of the generated plan can result in more than one sequence of domain states. In this case the plan requires a conditional representation where the next action to execute depends on the current domain state. One of the most promising approaches for planning under uncertainty is a planning based on the model checking.

Model checking is a set of formal techniques to verify whether a system satisfies a given logical formula [35]. It was successfully applied to the problem of requirements and design verification in complex hardware and software systems [6]. The major benefit of the model checking techniques is that it is extremely fast and can deal with large space application domains. Planning as model checking has shown outstanding results in nondeterministic domains [33, 73, 9, 10, 30]. The proposed approach is based on the idea of symbolic model checking [36, 48, 84] which models a planning domain as a state-transition system in terms of propositional logic formulas encoded as Ordered Binary Decision Diagrams (BDD) [21, 22]. In this work we exploit advantages of the symbolic model checking techniques and apply them to new classes of planning goals.

In past decades, a lot of planning techniques and approaches has been proposed. One of the most important criteria to evaluate usefulness and powerfulness of the planning framework is a range of planning objectives that can be solved using this framework. Planning for classical reachability
goals has been deeply investigated, but in many cases such trivial goals cannot express planning objectives of the real-life applications. The famous example of complicated planning goals is *temporally extended goals* that are not simply a set of states to be reached, but also a set of conditions or sub-goals to be satisfied during the plan execution. For instance, in a robotic application, we may need to specify that a robot should "move from the location A to the location B avoiding the wet surfaces along the path, and if the robot meets a human it has to salute him". This goal can be represented as a combination of the *reachability goal* "move from the location A to the location B", the *maintainability goal* "avoid the wet surfaces", and the *conditional goal* "if the robot meets a human it has to salute him". Moreover, goals should take into account nondeterminism and express behaviors that should hold for all plan execution paths and behaviors that should hold only for some of them. Typically, such goals are expressed in terms of temporal logics [39], but there are special goal languages that adapts major benefits of temporal logic concepts for the planning needs and improves them by adding new types of extended goals (see, for instance, [55]).

With respect to the fact that the effectiveness of extended goals has been widely recognized, in this dissertation we deal with two novel classes of extended goals in uncertainty environment that was not addressed in the literature before.

### 1.1 Contributions

In this dissertation we develop an approach to apply planning to two novel classes of extended goals in nondeterministic domains: *goals with preferences*, and *procedural goals* intermixed with *declarative goals*. In both cases we provide a theoretical framework that includes (i) a novel goal language
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for each class of extended goals we discussed, (ii) a formal model for this goal language, and (iii) a planning algorithm that can be used to resolve such kind of planning goals. The proposed approach is evaluated on a large space domains to show its effectiveness and powerfulness.

Planning with preferences

The importance of the problem of planning with goal preferences has been widely recognized (see, for instance, [18, 85, 80, 17]). In planning with preferences, the user can express preferences over goals and situations, and the planner must generate plans that meet these preferences. More and more research is addressing these two important problems separately, but the problem of planning with goal preferences under uncertainty has not been addressed yet. This is clearly an interesting problem, and most applications need to deal both with nondeterminism and with preferences. However, providing planning techniques that can address the combination of the two aspects requires to solve some difficulties, both conceptually and practically.

Conceptually, even the notion of optimal plan is far from trivial. Plans in nondeterministic domains can result in several different behaviors, some of them satisfying conditions with different preferences. Planning for optimal conditional plans must therefore take into account the different behaviors, and conditionally search for the highest preference that can be achieved. In deterministic domains, the planner can plan for (one of) the most preferred goal, and in the case there is no solution, it can iteratively look for less preferred plans. This approach is not possible with nondeterministic domains. Since actions are nondeterministic, the planner will know only at run-time whether a preference is met or not, and consequently a plan must interleave different levels of preferences, depending on the different action outcomes. In this setting, devising planning algorithms that can work in
practice, with large domains and with complex preference specifications, is even more an open challenge.

In the first part of the thesis we address this problem, both from a conceptual and a practical point of view. Differently from the decision theoretic approach taken, e.g., in [15] we allow for an explicit and qualitative model of goal preferences. The model is explicit, since it is possible to specify explicitly that one goal is better than another one. It is qualitative, since preferences are interpreted as an order over the goals. Moreover, the model takes into account the nondeterminism of the domain. If we specify that a goal $g_1$ is better than $g_2$, we mean that the planner should achieve $g_1$ in all the cases in which $g_1$ can be achieved, and it should achieve $g_2$ in all the other cases.

We define formally the notion of strong and strong cyclic optimal conditional plan, and we devise planning algorithms for the corresponding planning problems. The algorithms are complete and correct, i.e., they are guaranteed to find only optimal solutions, and to find an optimal plan if it exists. We have designed the algorithms to deal in practice with complex problems, i.e., with large domains and complex goal preference specifications.

We perform a preliminary set of experimental evaluations with some examples taken from two different domains: robot navigation and web service composition. We evaluate the performances w.r.t. the dimension of the domain, as well as w.r.t. the complexity of the goal preference specification (increasing the number of preferences). The experimental evaluation shows the potentialities of our approach.

**Fusing procedural and declarative goals**

In most planning approaches, goals and plans are different objects: goals are declarative requirements on what has to be achieved, and plans are
procedural specification on how to achieve goals. This is the case of classical planning, where goals are conditions on states to be reached and plans specify sequences of actions. This is also the case of more expressive and complex settings, such as planning with temporally extended goals in nondeterministic domains, where goals are, e.g., formulas in a temporal logic, and plans are, e.g., policies or conditional and iterative combinations of actions, see, e.g., [49, 74, 37, 51].

However, it is often important to have the possibility to combine declarative goals and procedural plans, and this is especially useful for planning in nondeterministic domains for temporally extended goals. Indeed, in nondeterministic domains, it is often useful to specify partial plans, i.e. plans of actions to be executed only for a subset of the possible outcomes of the plan execution, while we might need to specify declarative goals to be achieved when uncovered states are reached. For instance, we can specify directly nominal plans that are interleaved with declarative conditions to be satisfied in case of failure. Vice versa, we can interleave a declarative goal specification with procedures to be executed as exception handling routines that recover from dangerous failures.

In the case of temporally extended goals, parts of the goals can be better specified directly as procedures to be executed than as temporal formulas to be satisfied. For instance, a goal for a robot that has to visit periodically some locations in a building, can be easily specified as a procedural iteration interleaved with a declarative specification of the states to be reached, rather than as a temporal formula with nested maintenance and reachability conditions.

In this dissertation, we propose a novel language for expressing temporally extended goals for planning in nondeterministic domains. The key feature of this language is that it allows for an arbitrary combination of declarative goals expressed in temporal logic and procedural goals.
expressed as plan fragments. It combines declarative goals expressed in
temporal logics (in particular, we adopt the EaGLe language [37] for tem-
poral goals) with procedural specifications such as conditional and iterative
plans, policies and failure recovery control constructs. We provide a formal
definition of the language and its semantics.

We also propose an approach for planning with this language in nonde-
terministic domains. The idea is to construct control automata that repre-
sent properly the interleaving of procedural and declarative goals. We can
then use such automata to control the search for a plan in a similar way
as in [37]. We evaluate the algorithm performances w.r.t. the dimension
of the domain. The experimental evaluation shows the potentialities of
our approach: a rather simple and natural combination of procedural and
declarative goals allows us to scale up of order of magnitudes w.r.t. fully
declarative goals.

1.2 Thesis Organization

The thesis is organized in the following way. In Chapter 2 we give a brief
overview of automated planning areas connected with the topic of the the-
sis. This overview starts from the formalization of the general conceptual
model for a planning framework and describes the main challenges for plan-
ing under uncertainty. Chapter 3 reviews basic definitions of planning in
nondeterministic domains, i.e. the definition of nondeterministic domain,
typical planning problem with reachability goals, and different types of so-
lutions: strong, strong-cyclic and weak. In Chapter 4 we propose a novel
framework for planning with goal preferences in nondeterministic domains.
This proposal includes a formal model for a novel goal language and two
planning algorithms to generate the optimal plan in respect to the goal
preferences. Chapter 5 gives a background in planning for temporally ex-
tended goals. In particular, the chapter gives an intuition of the planning approach for temporally extended goals which is based on the plan search process guided by the control automata. In Chapter 6 we propose an approach to deal with a novel class of extended goals that allows for fusing procedural and declarative goals. Chapter 7 presents the implementation and evaluation of the planning techniques proposed in this thesis. Concluding remarks and directions for future work are discussed in Chapter 8.
Chapter 2

State of the Art

In this chapter we give a brief overview of automated planning areas connected with the topic of the thesis. We introduce a general conceptual model of the planning framework and describe the main challenges for planning under uncertainty. As we will see, one of the key points in the planning under uncertainty is a language for extended goals. One of the main impacts of this work is a new goal language that allows mixing procedural and declarative approaches for goal definitions. Therefore, we revise the related planning techniques in this area, in particular Hierarchical Task Network planning, action language Golog, and search control knowledge. We describe their main concepts and compare them in respect to this work. Finally, we give an introduction to the planning with preferences, which is also a central research area of this work.

2.1 Automated planning

Automated planning is an area of AI that investigates the process of automated reasoning over a set of available actions by organizing their executions to satisfy a planning goal. The action is characterized by preconditions that describe the requirements to the system state where it can be executed, and effects that describe changes in the system caused by
the action execution. There are a lot of different types of applications which need automated reasoning and, hence, there are various types of planning, i.e. motion planning [56, 28], perception planning [5], planning in space application [1, 19], scheduling [24], automated service composition [68, 75, 72, 79, 82, 57, 58], automated synthesis of controllers [50] and etc. Different planning forms are based on different principles of the problem representation and solving techniques, therefore planning techniques that adapt and exploit domain specific knowledge usually show better results in such domains in comparison with universal planning approaches, i.e. domain-independent planning. But it is quite costly and unfeasible to develop a new planning area for each narrow direction. Therefore recent research is concentrated on the domain-independent techniques for automated planning. A general conceptual model of the planning framework is explicitly described in [66]. It can be represented as shown on Figure 2.1. It consists of three main components: planner, controller, and system under control.

The planner accepts a planning domain, an initial domain state and objectives as input parameters. The planning domain is a formal model
emulating the system under control. Typically it is represented in terms of
system states and actions that describe the behavior of system transitions
between states. The planning domain depending on the real system under
control can be:

- finite or infinite. Almost of planning techniques require the finiteness
  of the domain.

- deterministic or nondeterministic. Actions in nondeterministic do-
  main can have more than one outcome. The deterministic domains
  are simpler for planning, but unfortunately, most of real-life systems
  are nondeterministic.

- static or dynamic. Dynamic domains are characterized by a non-
  empty set of external events that can be happen in the system unpredict-
  ably due to some external reasons. Such events are uncontrollable
  for the planning framework. On the contrary, static domains do not
  model external events, therefore any system change is modeled as a
  result of the action execution, which is controlled by the planning
  framework.

The initial domain state defines an initial state of the system under
control. The objectives express the planning goal. Typically, the planning
goal is a constraint for the final domain state, i.e. it describes the state to
which the system has to be transited. The planner generates a plan that is
an instruction set to transit the domain from the initial state to the state
satisfying specified objectives.

The controller is a component which controls the plan execution process.
It observes the current system state and provides an action to be performed
according to the synthesized plan. In the full observable system the con-
troller exactly knows current system state, but there is a very important
class of real-life applications which are characterized by the partial observability. This means that the controller in some cases can only detect only some parameters of the domain state. In such cases the controller can send the current plan execution status to the planner and request the planner to tune the plan according to the obtained partial observable situation.

If we assume that planning objectives are system states that has to be reached and the system under control is finite, deterministic, static, and fully observable then we get a problem of classical planning. It is well known and deeply investigated [66]. But the assumptions of the classical planning are very restrictive and unacceptable in the real-life. For this reason, one of the central areas in the world of automated planning is planning under uncertainty.

### 2.2 Planning under Uncertainty

Planning under uncertainty relaxes assumptions of the classical planning about domain determinism, full observability and reachability goals.

In most of real-world applications we can not guarantee the unique outcome for each action. In this case we have a nondeterministic domain where actions can have more than one possible result that cannot be predicted at planning time. Sometimes nominal outcomes do not exist at all, sometimes planning model should take into account possible action failures. Indeed, even a very simple action in our real life such as ”login to PC” can end up in at least three states: ”login is successful”, ”your password has been expired”, and ”your account has been deactivated by the administrator”. In this work we are based on the most general assumption for nondeterministic outcomes: all possible outcomes can happen with equal probability. The alternative approach is probabilistic planning [62, 63, 13, 14, 60]. It requires to model probabilities in the action outcomes, while our point is
to have a qualitative model of the domain.

Another typical challenge for real applications is \textit{partial observability}. It means that the controller can not unambiguously define the current state of the system, because it gathers information from sensors and some domain variables can be unobservable. For example, a robot typically can investigate the outward things only using its personal sensors having restricted work range, e.g. video cameras or microphones. Therefore, the robot does not know the state of the world objects hidden from its sensors. For example, in order to detect whether the door is opened or not the robot should take place near of the door and use sensors. In this case current system state is represented by the set of all possible states according to the last observations, i.e. some system states become indistinguishable due to insufficient information about current domain state. It makes the planning difficult, because it should deal with a search space as a power of set of states. In this work we do not touch the problem of partial observability and deal only with full observable domains.

Widely spread uncertainty in the real-life applications forces us to perform planning for \textit{extended goals} that are not simply a set of states to be reached, but also a set of conditions to be satisfied during the plan execution. Because of domain nondeterminism, we sometimes need to define a goal that can be satisfied only in some of possible plan execution paths, i.e. ”try reach” strategy that gives only a chance to reach a goal, but does not guarantee this. However, we often need to satisfy a goal in all possible execution paths in spite of nondeterminism, i.e. ”do reach” strategy that guarantees the goal satisfiability. Additional temporal conditions that should be maintained during the plan execution is also very useful. For example, we can define a goal to reach some final states but be sure that safety conditions are not broken along the plan execution path. Temporal conditions allow for specifying complex goal types such as cyclic goals,
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conditional goals, sequential goals, and etc.

Several approaches from the classical planning like satisfiability planning [26, 63, 61, 44, 45] or graph-based planning [86, 87] can be applied to these challenges, but they are able to solve only some restricted forms of uncertainty. There are a set of works dedicated to the heuristic forward search [47] and theorem proving techniques [78]. One of the most promising approaches for the planning under uncertainty is a planning based on the model checking.

2.2.1 Planning as model checking

Model checking is a set of formal techniques to verify whether a system satisfies a given logical formula [35]. It was successfully applied to the problem of requirements and design verification in complex hardware and software systems [6].

A typical model checking algorithm accepts a system model and property that the system is expected to satisfy as input parameters. It returns as output either ”TRUE”, if the system model satisfies the specified system property, or a counterexample which details how the system can falsify the specified property. The system property is typically expressed by a temporal logic formula [39]. The process of counterexample synthesis can be considered as a planning process to build a plan that transits the system to the state where the given property falsifies. The major benefits of model checking that forces to re-use its ideas in planning are:

- Model checking is extremely fast and can deal with extremely large domains [48].

- The model definition in model checking is very similar to the planning domain definition.
• The logical formula describing the system property for model checking can be easily adapted to the goal definition for automated planning.

Planning as model checking was first introduced in [33]. Proposed algorithms are implemented in the planner MBP [8] based on the model checker NuSMV [29, 31, 32]. The new approach has shown outstanding results dealing with all classes of uncertainty: nondeterminism, partial observability and extended goals [33, 73, 9, 10, 30]. The proposed planning technique is based on the idea of symbolic model checking [36, 48, 84] which models a state-transition system in terms of propositional logic formulas encoded as Ordered Binary Decision Diagrams (BDD) [21, 22]. BDD allows encoding large space domains in a very compact way [48, 65]. In this case the system is modeled in terms of boolean propositions and each system state is represented by the propositional formula. Moreover, a set of system states and transitions can be encoded as a single propositional formula, i.e. compactly and efficiently. The planner based on the symbolic model checking searches through the domain state space using logical operations over propositional formulas that are efficiently realized in BDD, i.e. the planner searches sets of states and sets of transitions at once, rather the single state and transition.

2.2.2 Extended goals

One of the key points in the planning under uncertainty is a language for extended goals. Its expressiveness defines a scope of problems that can be solved. The most widely used approach to express extended goals is encoding them as a temporal logic formula, i.e. temporally extended goals. Indeed, Linear Temporal Logic (LTL) [39] provides a set of temporal operators such as ”next” (X), ”finally” (F), ”globally” (G), ”until” (U) that can be used to define constrains not only on the terminal state to reach, but
also on some intermediate states passed during the plan execution. As example of combination of reachability, sequential and maintainability goals, let us consider following planning goal: \textit{"reach state }g_1\text{, then reach state }g_2\text{; and be sure that property }p\text{ holds in all states passed by the plan execution trace"}. It can be expressed by the LTL formula \((F(g_1) \rightarrow X(F(g_2))) \land G(p)\). Moreover, LTL also covers a various useful types of temporally extended goals such as cyclic goals and reactive goals [25, 3, 4].

Computation Tree Logic (CTL) [39] gives the ability to express temporal behaviors that take into account nondeterminism of the application domain [73, 70]. In contrast to LTL, CTL temporal operators can be used only together with path quantifiers:

- Universal quantifier (A) states that the temporal operator should hold in all possible execution paths.
- Existential quantifier (E) states that the temporal operator should hold at least in one of possible execution paths.

For example, the goal \(AFg\) requires a plan that guarantees reachability of the state \(g\) in spite of nondeterministic domain behavior. The alternative variant \(EFg\) is satisfied by the plan that gives at least one chance to reach the state \(g\). We note that LTL and CTL have different expressiveness, i.e. there is a set of goal types that can be expressed in LTL and can not be expressed in CTL, and vice versa.

However, in many practical cases the expressiveness of the temporal logic is not adequate. For example, the classical interpretation of existential quantifier is too ”weak” for planning problems. Most of nondeterministic planning problems requires not only to find a plan that gives at least one chance to reach the goal, but it requires ”to do everything possible” to satisfy a goal. It means that the goal needs to define some intentional aspects for the resulting plan, and such aspects can not be expressed by
the temporal logic formula.

Moreover, even if we have a plan that actually tries to reach a given goal, its execution path can nevertheless have a chance to fail if some nondeterministic action transits a system to a state where a given goal becomes truly unreachable. In this case we need a possibility to define alternative recovery or compensation goals to finish the plan execution correctly. This point is especially important because nondeterministic outcome cannot be predicted on the planning phase and the planner has to take into account all ”undesired” system behaviors. For example, the goal for a coffee machine ”(try to make coffee) **FAIL** (send a help request to a service center)” can be interpreted as ”The machine has to do its best to make coffee, but if it becomes impossible, a help request has to be sent to a service center”.

According to these reasons a new goal language EaGLe was developed [55]. It keeps the benefits of temporal logics, adapts them for the planning needs and improves them by adding new types of extended goals. As example, EaGLe has operators like **TryReach** and **Fail** which allow to express described above complex goals.

### 2.3 Procedural approaches in planning

Traditionally, the goal and the resulting plan are considered as completely independent and unrelated objects. There is no possibility to reuse previously obtained plan in definition of the new goal and vice versa. Even if the human domain expert has idea about some steps that should be in plan, he can not express this knowledge in the goal. This is a very important open problem that was not directly addressed before in the literature. One of the main impacts of the thesis is dedicated to this problem. In next subsections we give a short overview of related works that are based on some procedural approaches in different planning aspects, i.e. definition of
planning domains, goals and search control heuristics.

2.3.1 Hierarchical Task Network planning

The main difference of Hierarchical Task Network (HTN) planning [83, 40, 67] from others kinds of planning is that the objective is not to archive a set of goals but to perform a set of tasks. The planner accepts a set of methods as an additional domain description, where each method describes how to decompose some task into a set of smaller tasks. The planning process recursively decomposes each task into smaller and smaller subtasks until primitive tasks are reached, i.e. tasks that do not have a method for the decomposition. Hence, all tasks are organized into hierarchical levels. HTN methods generally describe the standard operating procedures that one would normally use to perform tasks in some domain. Such representations are usually more appropriate for many real-world domains than are classical planning operators, as they better characterize the way that users think about problems [67].

HTN planning is based on the assumption that the planning domain is deterministic and fully observable. It can be easily extended to accommodate restricted sets of extended goals. For example, maintainability goal "except dangerous room A" can be satisfied if we add additional precondition "room ¬A" to the method "moveTo(room)". Goals like "visit room A at least three times" can be expressed by introducing predicate symbols, function symbols and integer arithmetic. Moreover, there is an extension of the forward-chaining planning algorithm based on the HTNs for non-deterministic domains [52]. Recently, there was developed a novel approach which combines the power of the HTN-based search-control strategies with BDD-based symbolic model checking techniques [53].

In comparison with classical planning, the main advantage of HTN planning is that it provides a convenient way to write the problem solving
heuristics for the human domain experts. A variety of classical and non-
classical problems can be efficiently represented and solved with a good
set of HTNs. Therefore, this technique was mostly used in the planning
applications [88]. Main disadvantage of the HTN planning is the domain
specification takes more time for the definition, because domain author
should describe not only domain operators but also methods.

HTNs provide an evidence that goals and plans can be interconnected
with a great benefit. In this work we adapt and extend the idea of HTN
tasks to the planning goal definition. We define a planning goal as a hi-
erarchial combination of procedural operators and declarative reachability
goals. We will also see that the idea of decomposing of the complex goal
into a set of simple ones can be effectively applied to the planning for
extended goals.

2.3.2 Golog

Golog [59] is a procedural logical programming language for systems whose
design is based on the logic of actions. It is based on Reiter’s version of
the situation calculus [64, 77]. Golog was developed for robot program-
ming and to support high-level robot task planning (e.g. [23]). Golog is
equipped with control structures like sequence, loops, conditionals, but also
less standard constructs like the nondeterministic choice of actions. Such
constructions help to assemble primitive action calls into complex actions
and procedures. There are a lot of extensions for dealing with continuous
change [46], decision-theoretic planning [16], concurrency [43], allowing for
exogenous and many others.

The execution of Golog programs generates a sequence of primitive ac-
tion calls that transits the domain from an initial state to a goal state.
In spirit it is very close to planning. In this work we adapt the idea of
procedural control structures to the goal declaration in planning under
uncertainty.

2.3.3 Search control knowledge

The most promising way to optimize the plan search process is to provide to the planner an additional knowledge about the planning domain. HTN and Golog in spirit are based on this idea, i.e. smart selection of the HTN domain specific tasks and Golog procedures built over primitive action calls can be used to optimize the planning process. A set of planners allows providing additional search control knowledge in parallel to the application domain definition, e.g. TLPlan [3], TALPlanner [54], or SHOP2 [67]. One of the most promising approaches is to define additional search control knowledge as a temporal logic formula [4, 51]. In this case the additional modality GOAL is introduced. GOAL(f) means that the temporal logic formula f is true in all goal states. For instance, we can define a search control rule for an abstract robot navigation domain such as ”whenever getting object x at location y is part of the current goal, the robot, if it happens to be holding x, should hold on to it until he is at y” [51]. Note the usage of first-order quantifications ”whenever” and ”until”, and GOAL modality ”x at location y is part of the current goal”. This rule declares that if box x has to be in location y in all goal states, then if the robot holds x then it has to hold it until it reaches location y, i.e. the robot can not throw such box in a location different from y. The set of such search control rules defined by the human domain experts allows significantly reducing the planning search space. In this work we propose an alternative idea for the search control knowledge. It is based on the fusing procedural and declarative approaches for planning goal definition.
2.4 Planning with goal preferences

The importance of the problem of planning with preferences has been widely recognized [47, 78, 80]. Planning with preferences is extremely important for planning domains were all goals defined by human operator can not be satisfied due to some reasons. Many application domains assume that the planning goal is a conjunction of some properties that need to be satisfied. It is a widely spread situation when the resulting real-life problem can not be resolved, i.e. there is no plan to reach a state where all properties encoded in the planning goal are satisfied. In this case one of the possible solutions is to find plans that satisfy only a subset of goal properties. This problem is known as partial satisfiability planning.

The intuitive examples of application that requires planning with preferences are NASA planning problems [80]. These problems are characterized by the large number of possible goals of different values and the planning system must choose only a subset that can be accomplished within limited time and resources.

The most common approach in this case is to find a plan that satisfies as many goal properties as possible [47]. The alternative approach is to define the preferences among different goal properties [18]. There are two ways to establish preferences between goals: quantitative (i.e. using numbers) and qualitative (i.e. using ordering relations between goal properties). The main benefit of the qualitative approach is that it is quite easy for human operator, but it becomes a nightmare in the complex problems with dozens of different goal properties. Quantitative goals preferences are more general. In this case the planner can imply relations between different goal properties based on their preference numbers. The intuitive way to set up goals preferences is to assign an utility value to each goal property. In this case we need to find a plan that transits the system to the state
with maximal sum of utility values.

Most of existed approaches to planning with goal preferences do not address the problem of conditional planning, but are restricted either to deterministic domains, and/or to the generation of sequential plans. This is the case of planning as satisfiability with preferences [44], of planning for multiple criteria [76], of the work on over-subscription planning [85, 80], of CSP-based planning for qualitative specifications of conditional preferences [18], and of preference-based planning in the situation calculus [11]. In the field of answer set programming, [38] addresses the problem of generating sequences of actions that are conformant optimal plans in domains where nondeterministic actions have associated costs. [81] proposes a language for expressing plan preferences over plan trajectories, whose foundations are similar to those of general rank-based languages for the representation of qualitative preferences [20].

Planning in deterministic domains becomes quite trivial. Intuitively, we iterate through all possible goals one by one in decreasing order in respect to the preferences and perform planning for each goal until we find a resolvable one. So, the planning with preferences can be translated to the set of usual planning problems. In this case the planning challenge is to find the optimal plan as fast as possible.

Unfortunately, this idea can not be applied to nondeterministic domains, because the failure of the plan execution can be detected only during its execution. Therefore, the same plan can satisfy different user preferences depending on outcomes of the nondeterministic actions. In this case we need to measure the plans quality taking into account all possible plan execution paths.

In this work we propose a solution to the problem of conditional planning with goal preferences in nondeterministic domains. We provide a novel goal language to setup user preferences, a notion of the optimal plan in
nondeterministic domains, and planning algorithms to solve such kind of planning problems.

Decision theoretic planning, e.g., based on MDP [15] is a different approach that can deal with preferences in nondeterministic domains. However, there are several differences with our approach, both conceptual and practical. First, in most of the work on decision theoretic planning goals are not defined explicitly, but as conditions on the planning domain, e.g., as rewards/costs on domain states/actions, while our goal preference model is explicit. Second, we propose a planner that works on a qualitative model of preferences. In decision theoretic planning, optimal plans are generated by maximizing an expected utility function. Finally, from the practical point of view, the expressiveness of the MDP approach is more difficult to be managed in the case of large state spaces.
Chapter 3
Planning in Nondeterministic Domains

The aim of this section is to review basic definitions of planning in nondeterministic domains which we use in the thesis. All of them are taken, with minor modifications, from [34]. We start from the definition of nondeterministic domain. Then we introduce a typical planning problem with reachability goal and different types of solutions: strong, strong-cyclic and weak. We compare these types in respect to the quality and describe a basic planning algorithm for each of them. In next chapters we will actively use the notion of strong, strong-cyclic and weak plans. These concepts are critically important for the planning with preferences in nondeterministic domains.

3.1 Planning Domains and Planning Problems

We model a (nondeterministic) planning domain in terms of propositions, which characterize system states, of actions, and of a transition relation describing system evolution from one state to possible many different states.

Definition 1 (Planning Domain). A planning domain $D$ is a 4-tuple $\langle P, S, A, R \rangle$ where
• \( \mathcal{P} \) is the finite set of basic propositions,

• \( S \subseteq 2^\mathcal{P} \) is the set of states,

• \( \mathcal{A} \) is the finite set of actions,

• \( \mathcal{R} \subseteq S \times \mathcal{A} \times S \) is the transition relation.

We denote with \( \text{Act}(s) = \{a : \exists s'. \mathcal{R}(s, a, s')\} \) the set of actions that can be performed in state \( s \), and with \( \text{Exec}(s, a) = \{s' : \mathcal{R}(s, a, s')\} \) the set of states that can be reached from \( s \) performing action \( a \in \text{Act}(s) \).

An example of the planning domain is defined as follows.

**Example 1.** Consider the simple robot navigation domain represented in Figure 3.1. It consists of a building of 6 rooms and of a robot that can move between these rooms performing the actions described in Figure 3.1. Notice that action "goRight" performed in "Hall" moves the robot either to "Room 1" or to "Room 2" nondeterministically. Notice also that there is a door between "Room 3" and "Store" which is difficult for the robot to pass through, therefore the action "goRight" performed in "Room 3" is also nondeterministic.

The state of the domain in Example 1 is defined by the room the robot is currently in. Therefore, the domain is defined by the set of propositions for each possible robot position \{Hall, Lab, Store, Room1, Room2, Room3\}. To remove meaningless domain states we require that only one proposition from the set is true in each domain state. Hence, a domain state is defined by the propositional formula over basic propositions.

The set of actions \( \mathcal{A} \) in the domain described in Example 1 is \{goRight, goDown\}. Each action is characterized by the transition relation \( \mathcal{R} \) that describes action preconditions (i.e. the set of domain states where given action can be executed) and action effects (i.e. the set of possible states in
which the domain transits after action execution). Therefore, the transition relation is defined as follows:

\[ R(Hall, goRight, Room1), \]
\[ R(Hall, goRight, Room2), \]
\[ R(Room1, goRight, Lab), \]
\[ R(Room3, goRight, Store), \]
\[ R(Room3, goRight, Room3), \]
\[ R(Hall, goDown, Room3), \]
\[ R(Room2, goDown, Store). \]

Typically, a planning problem requires to find a plan for action executions which transits a domain from the initial state to the goal state. Therefore, a planning problem is defined by a planning domain \( D \), a set of initial states \( I \) and a set of goal states \( G \).

**Definition 2 (Planning Problem).** Let \( D = (P, S, A, R) \) be a planning domain. A planning problem for \( D \) is a triple \( (D, I, G) \), where \( I \subseteq S \) and \( G \subseteq S \).
Example 2. A planing problem for the domain of Example 1 is the fol-
lowing:

- $I$ : room = Hall
- $G$ : room = Store

The intuition is that the robot should move from ”Hall” to ”Store”.

Intuitively, a solution to a planning problem is a plan which can be
executed from any state in the set of initial states $I$ to reach states in the
set of goal states $G$.

3.2 Weak, Strong and Strong Cyclic Solutions

In nondeterministic domains a plan can not be represented as a sequence of
actions. The next action to execute depends on the outcome of the previous
one. Therefore, we represent plans by state-action tables, or policies, which
associate to each state an action that has to be performed. The plan
execution is an iterative process where on each iteration we detect the
current domain state and execute an action associated to this state in the
state-action table. The plan execution terminates whenever the domain
appears in the state which is not defined in the state-action table.

**Definition 3 (Plan).** A plan $\pi$ for a planning domain $D = \langle P, S, A, R \rangle$
is a state-action table which consists of a set of pairs $\{\langle s, a \rangle : s \in S, a \in Act(s)\}$

We denote with StatesOf($\pi$) = $\{s : \exists a. \langle s, a \rangle \in \pi\}$ the set of states in
which plan $\pi$ can be executed. We describe the possible executions of a
plan with an execution structure, i.e, a Kripke Structure [39].

**Definition 4 (Execution Structure).** Let $\pi$ be a plan for a planning
domain $D = \langle P, S, A, R \rangle$. The execution structure induced by $\pi$ from the
set of initial states \( I \subseteq S \) is a tuple \( K = \langle Q, T \rangle \), where \( Q \subseteq S \) and \( T \subseteq S \times S \) are inductively defined as follows:

1. if \( s \in I \), then \( s \in Q \), and
2. if \( s \in Q \) and \( \exists (s, a) \in \pi \) and \( s' \in S \) such that \( R(s, a, s') \), then \( s' \in Q \) and \( T(s, s') \).

A state \( s \in Q \) is a terminal state of \( K \) if there is no \( s' \in Q \) such that \( T(s, s') \).

Due to the nondeterminism in the domain, we need to specify the ”quality” of the solution by applying additional restrictions on ”how” the set of goal states should be reached. In particular we distinguish weak, strong, and strong cyclic solutions. A weak solution does not guarantee that the goal will be achieved, it just says that there exists at least one execution path which results in a terminal state that is a goal state. A strong solution guarantees that the goal will be achieved in a finite number of action executions in spite of nondeterminism, i.e., all execution paths of the strong solution always terminate and all terminal states are in a set of goal states. A strong cyclic solution is similar to the strong one, but it can contain loops in its execution structure and, therefore, can cause the infinite execution paths. This is a formalization of trial-and-error strategy where we assume that any loop in the plan execution structure will eventually terminate and the plan execution always reaches the goal state.

**Definition 5 (Weak, Strong and Strong Cyclic Solutions).**

Let \( D = \langle P, S, A, R \rangle \) and \( P = \langle D, I, G \rangle \) be a planning domain and problem respectively. Let \( \pi \) be a plan for \( D \) and \( K = \langle Q, T \rangle \) be the corresponding execution structure.

1. \( \pi \) is a weak solution to \( P \) if some of the paths in \( K \) terminate with states in \( G \).
2. \( \pi \) is a strong solution to \( P \) if all the paths in \( K \) are finite and their terminal states are in \( G \).  

3. \( \pi \) is a strong cyclic solution to \( P \) if from any state in \( Q \) some terminal state is always reachable and all terminal states are in \( G \).

We call a state-action pair \( \langle s, a \rangle \in \pi \) strong if all execution paths started from \( \langle s, a \rangle \) terminate in the set of goal states. We call it weak if it is not strong, and at least one execution path started from \( \langle s, a \rangle \) terminates in the set of goal states. Intuitively, a weak solution contains at least one weak state-action pair, while a strong (or strong cyclic) solution consists of strong state-action pairs only.

**Example 3.** Consider the following plan \( \pi_1 \) for the domain of Example 1:

<table>
<thead>
<tr>
<th>state</th>
<th>action</th>
</tr>
</thead>
<tbody>
<tr>
<td>room = Hall</td>
<td>goRight</td>
</tr>
<tr>
<td>room = Room2</td>
<td>goDown</td>
</tr>
</tbody>
</table>

Plan \( \pi_1 \) causes the robot to move from "Hall" to "Room 2" and after that move down to "Store". This is a weak solution for the planning problem from Example 2, indeed the action "goRight" performed in "Hall" can nondeterministically lead to the "Room 1" where plan execution terminates without reaching the "Store".

Consider another plan \( \pi_2 \) for the domain of Example 1:

<table>
<thead>
<tr>
<th>state</th>
<th>action</th>
</tr>
</thead>
<tbody>
<tr>
<td>room = Hall</td>
<td>goDown</td>
</tr>
<tr>
<td>room = Room3</td>
<td>goRight</td>
</tr>
</tbody>
</table>

Plan \( \pi_2 \) causes the robot to move from "Hall" to "Room 3" and after that move right to "Store". This is a strong cyclic solution for the planning problem from Example 2, because the action "goRight" performed in "Room
3” can nondeterministically lead back to ”Room 3”. Hence, the plan execution can infinitely repeat the action ”goRight” in ”Room 3”. But if we assume that this loop eventually terminates, then $\pi_2$ guarantees that ”Store” will be eventually reached.

From point of quality the strong solutions are the most preferable ones. Unfortunately, most of real-life planning problems do not have strong solutions. Ever a very simple planning domain from Example 2 has indeed no strong solutions. The weak solutions gives only a chance to reach the goal, therefore they have worst quality. Strong cyclic solutions is a compromised approach between unreal strong and definitely bad weak solutions. It is motivated by the fact that all states in the real-life planning domains are usually strongly connected, i.e. ever if undesired action outcome is happened we have a chance to transit the domain to the initial state and try again with hope that eventually we get a desired action outcome.

### 3.3 Algorithms for Strong and Weak Planning

Both algorithms are based on a breadth-first backward search from the goal states towards to the initial states. We first discuss the algorithm for strong planning. The intuition of the algorithm is shown in the following example.

**Example 4.** Suppose we have the planning domain $\mathcal{D}$ depicted on Figure 3.2. It is identical to the one from Example 1 with only one difference: the action ”goRight” in ”Room 2” deterministically moves robot to ”Store”. Now the planning problem from Example 2 has a strong solution and we show how it can be found.

We start from the empty plan $\pi$ and iteratively add some state-action pairs to $\pi$ until we get a strong solution for the planning problem. On the first step we build a set of state-action pairs $(s, a)$ such that all possible
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Figure 3.2: A simple domain with strong plan

Outcomes of the execution of a in s lead to the goal state "room=Store". We denote this operation as a strong pre-image computation. It is easy to see that such pre-image consist of two state-action pairs: \((\text{room} = \text{Room2}, \text{goDown})\) and \((\text{room} = \text{Room3}, \text{goRight})\). We add all state-action pairs from the pre-image to the plan \(\pi\). On the second step we build a strong pre-image for states \(\mathcal{G} \lor \text{StatesOf}(\pi)\) and obtain three state-action pairs: \((\text{room} = \text{Room2}, \text{goDown})\), \((\text{room} = \text{Room3}, \text{goRight})\), \((\text{room} = \text{Hall}, \text{goDown})\). The first two state-action pairs is not interested for us, because we already have a state-action pairs for states "room=Room2" and "room=Room3", but we do not have state-action pairs defined for the state "room=Hall", therefore we add \((\text{room} = \text{Hall}, \text{goDown})\) to the plan \(\pi\). On the next step we again build a strong pre-image for states \(\mathcal{G} \lor \text{StatesOf}(\pi)\) and obtain the same set of state-action pair as on the previous step: \((\text{room} = \text{Room2}, \text{goDown})\), \((\text{room} = \text{Room3}, \text{goRight})\), and \((\text{room} = \text{Hall}, \text{goDown})\). All of them are not interested for us, because we already have state-action pairs for states "room=Room2", "room=Room3", and "room=Hall". It means that we reached a fixed point. Now we only need to check whether the initial state "room=Hall" in \(\mathcal{G} \lor \text{StatesOf}(\pi)\).
It is true, therefore the generated plan $\pi$ is a strong solution. The resulting plan is defined as follows:

<table>
<thead>
<tr>
<th>state</th>
<th>action</th>
</tr>
</thead>
<tbody>
<tr>
<td>room = Hall</td>
<td>goDown</td>
</tr>
<tr>
<td>room = Room3</td>
<td>goRight</td>
</tr>
<tr>
<td>room = Room2</td>
<td>goDown</td>
</tr>
</tbody>
</table>

We note that this plan has a state-action pair $\langle \text{room} = \text{Room2}, \text{goDown} \rangle$ which is never will be executed if execution starts from the initial state ”room=Hall”. This is because presented algorithm allows for finding a solution for all possible initial states.

The formal algorithm definition for strong planning is following:

```
01 function StrongPlanning(D, I ,G);
02 \pi := \emptyset;
03 do
04 \pi' := \pi;
05 \text{preImage} := \{\langle s, a \rangle : 0 \neq \text{Exec}(s, a) \subseteq (\text{StatesOf}(\pi) \lor G)\};
06 \text{prunedPreImage} := \{\langle s, a \rangle \in \text{preImage} \land s \not\in \text{StatesOf}(\pi) \} ;
07 \pi := \pi \cup \text{prunedPreImage} ;
08 \text{while} (\pi \neq \pi');
09 if I \in (\text{StatesOf}(\pi) \lor G)
10 return \pi ;
11 else
12 return \bot ;
13 end ;
```

Now we give a description of all steps in the algorithm:

- Line 02: We start planning with empty plan.
- Line 03-09: We iteratively add new state-action pairs to the plan until fixed point is reached.
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- Line 04: We use $\pi'$ to check whether the fixed point in plan building is reached.

- Line 05: We build a strong pre-image, i.e. a set of state-action pairs $\langle s, a \rangle$ such that all outcomes of the execution of $a$ in $s$ lead to the goal states or to the states $\text{StatesOf}(\pi)$ where solution is already known.

- Line 06: We remove from the pre-image state-action pairs defined for states for which we already have a solution. This step guarantees that only a shortest solution from any state appears in the resulting plan.

- Line 10-14: We check whether the initial states are included in the $\text{StatesOf}(\pi) \lor G$. If it is true then we return the resulting plan $\pi$ as a strong solution [line 11]. Otherwise, no strong solution exists [line 13].

The weak planning algorithm is identical to the strong one, except that we use a weak pre-image computation:

$$\text{preImage} = \{\langle s, a \rangle : \text{Exec}(s, a) \cap (\text{StatesOf}(\pi) \lor G) \neq 0\}$$

The weak pre-image is a set of state-action pairs that have at least one outcome leading either directly to the goal states or to the states for which a solution was already built on the previous iterations.

3.4 Algorithm for Strong Cyclic Planning

In case of strong cyclic planning we have a more complex situation in respect to strong or weak planning. If we adopt the idea of pre-image computation proposed in previous section then the main issue is to choose the right kind of pre-images. It is easy to see that the strong cyclic pre-image has to consist of a sub-set of state-action pairs from a weak pre-image. In this way, any action from strong cyclic pre-image has at least
one outcome that lead to progress, i.e either to the goal states or to the state for which a solution was already built. But we need to add additional restriction to all others outcomes: they have to lead to the states that are non-terminal for the resulting strong cyclic solution, i.e all these states has to be added to the plan in the future.

The following example gives an intuition of the strong cyclic planning algorithm.

**Example 5.** Suppose we have the robot navigation domain $\mathcal{D}$ depicted on Figure 3.3. We note that the door in between ”Room 1” and ”Lab” is locked, therefore the action ”goRight” performed in ”Room 1” does not change the robot position. We need to find a strong cyclic solution for the planning problem from Example 2.

According to the strong cyclic plan definition, any strong cyclic plan is a weak plan, therefore the intuition of the strong cyclic algorithm is to build a state action table which describes all possible weak plans. If the strong cyclic solution exists then it is a part of the constructed state action table which describes all possible weak plans. To do so, we use the weak planning algorithm, but do not perform pruning of the pre-image.
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this procedure we get following plan $\pi_1$:

<table>
<thead>
<tr>
<th>state</th>
<th>action</th>
</tr>
</thead>
<tbody>
<tr>
<td>room = Hall</td>
<td>goDown</td>
</tr>
<tr>
<td>room = Hall</td>
<td>goRight</td>
</tr>
<tr>
<td>room = Room3</td>
<td>goRight</td>
</tr>
<tr>
<td>room = Room1</td>
<td>goDown</td>
</tr>
<tr>
<td>room = Room1</td>
<td>goRight</td>
</tr>
<tr>
<td>room = Passage</td>
<td>goDown</td>
</tr>
</tbody>
</table>

After that we iteratively remove from $\pi_1$ state-action pairs which are definitely wrong, i.e. the state-action pairs which lead to the terminal state different from the goal states. In our case we have only one such state-action pair: (room = Room1, goDown). Hence, we get a plan $\pi_2$:

<table>
<thead>
<tr>
<th>state</th>
<th>action</th>
</tr>
</thead>
<tbody>
<tr>
<td>room = Hall</td>
<td>goDown</td>
</tr>
<tr>
<td>room = Hall</td>
<td>goRight</td>
</tr>
<tr>
<td>room = Room3</td>
<td>goRight</td>
</tr>
<tr>
<td>room = Room1</td>
<td>goRight</td>
</tr>
<tr>
<td>room = Passage</td>
<td>goDown</td>
</tr>
</tbody>
</table>

Now we need to remove non-progress state-action pairs that can appear in $\pi_2$, i.e. loops that do not give a chance to reach goal states. In our example, the infinite cycle caused by cyclical performing the action ”goRight” in ”Room1”. To remove non-progress states we build a resulting plan $\pi$ using a weak planning algorithm, but $\pi$ can contains only state-action pairs from $\pi_2$. After this operation we get a plan $\pi$:

<table>
<thead>
<tr>
<th>state</th>
<th>action</th>
</tr>
</thead>
<tbody>
<tr>
<td>room = Hall</td>
<td>goDown</td>
</tr>
<tr>
<td>room = Room3</td>
<td>goRight</td>
</tr>
<tr>
<td>room = Passage</td>
<td>goDown</td>
</tr>
</tbody>
</table>
In fact, last two steps (i.e. elimination of wrong and non-progress state-action pairs) have to be performed cyclically until fixed point is reached. Because each time when we remove a wrong state-action pair a new non-progress one can appear and vice versa. Once we get a fixed point we only need to check whether the initial state "room=Hall" is in StatesOf(π) ∨ G. It is true, therefore, π is a strong cyclic solution.

The formal definition of the strong cyclic planning algorithm is follows.

01 function StrongCyclicPlanning(D, I, G);
02 π := AllWeakPlans(D, G);
03 do
04 π' := π;
05 π := RemoveWrongStrongCyclicStateActions(π, G);
06 π := RemoveNonProgress(D, G, π);
07 while (π ≠ π')
08 if I ∈ (StatesOf(π) ∨ G)
09 return π;
10 else
11 return ⊥;
12 end;

The procedure AllWeakPlans builds all possible weak plans. It is identical to the weak planning algorithm, except that we do not perform pruning of the pre-image:

01 function AllWeakPlans(D, G);
02 π := Ø;
03 do
04 π' := π;
05 preImage := {(s, a) : Exec(s, a) ∩ (StatesOf(π) ∨ G) ≠ 0};
06 π := π ∪ preImage;
07 while (π != π')
08 return π;
09 end;

The procedure RemoveWrongStrongCyclicStateActions removes state-action pairs that have at least one outcome leading to a terminal state different from the goal state:
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The last procedure \textit{RemoveNonProgress} removes non-progress state-action pairs which generate loops in the execution structure, but do not give a chance to reach goal states. This procedure is similar to the weak planning algorithm, but without image pruning and all state-action pairs of the resulting plan have to be in the plan obtained on the previous step:

\begin{verbatim}
function RemoveNonProgress(D, G, πsuper);
  π := ∅;
  do
    π' := π;
    preImage := {⟨s, a⟩ ∈ πsuper : Exec(s,a) ∩ (StatesOf(π) ∪ G) ≠ ∅};
    π := π ∪ prunedPreImage;
  while(π ≠ π');
  return π;
end;
\end{verbatim}

Finally, [lines 08-12] we check whether the generated plan is a solution.

In this work, in particular in the part dedicated to the planning with preferences in nondeterministic domains, we will refer to some techniques that were successfully applied to strong, weak and strong cyclic planning for reachability goals.
Chapter 4

Planning with Goal Preferences

In this chapter we propose the innovative framework for planning with goal preferences in nondeterministic domains. It consists of two fundamental elements: a new goal language which is able to describe planning goals with respect to the user preferences, and planning algorithms which are guaranteed to find the optimal plan. The chapter is structured as follows. We first give an intuitive definition of main challenges and open issues of planning with preferences. Then we propose a new goal language, its motivation and syntax formalization. We analyze the problem of planning for the goals defined in the new language and propose two algorithms to find the optimal strong and strong cyclic solutions.

4.1 Motivation and Problem Definition

Widely spread nondeterminism in real-life planning domains causes the fact, that ever very simple reachability goals in most cases can not be satisfied by strong plans. For example, if we plan a business trip it is impossible to find a solution that guarantees the reachability of the destination on time, because any flight or train can be delayed or canceled due to weather or technical circumstances. Therefore, in most cases we forced to use weak plans with the hope that nondeterministic actions will outcome to desired
states. The possibility of the plan termination in unknown fail state makes the *weak* plan unattractive for the real-life applications. In this work we propose an intermediate approach that generates plans balanced between *strong* and *weak* criteria. The idea is to apply planning with preferences concepts.

The intuitive approach for planning with preferences is to define a set of alternative reachability goals and to order them according to user preferences. For example, planning a business trip we can define three goals: ”get to the destination point on time”, ”get to the destination point with delay less than one day”, ”reimburse all travel expenses in case of delay more than one day”. To satisfy such set of goals we need a plan that does its best to meet user preferences. It means that the plan has to guaranty termination in one of the goal state, i.e. it is a *strong* plan for total set of goal states. Moreover, the plan has to try to satisfy the most preferable goal and only if it becomes unreachable due to domain nondeterminism the plan can satisfy the less preferable goal. In general, any planning problem in nondeterministic domain can have a set of different solutions therefore we need an approach to measure all possible plans to choose the *optimal* one.

Figure 4.1 illustrates differences in planning with preferences in deterministic and nondeterministic domains. In case of deterministic domain depicted on Figure 4.1a, we can split the given problem in a set of independent planning problems without preferences, i.e. We first try to find a plan to reach the goal state $g_1$. It is easy to see that such plan does not exist. Then we try to find a plan to reach the goal state $g_2$. Such plan exists and we can stop the planning process, because there are no reasons to plan for less preferable goal $g_3$.

In case of nondeterministic domain depicted on Figure 4.1b the situation is much more complex. In this simple domain there are three possible plans...
Figure 4.1: Example of deterministic (a) and nondeterministic (b) planning problem. The state “Init” is an initial state. Goal states $g_1$, $g_2$, and $g_3$ are ordered according to user preferences.

to reach goal states:

- The plan $p_1=\{\langle Init, a_1 \rangle \}$ definitely transits the system to $g_2$
- The plan $p_2=\{\langle Init, a_2 \rangle; \langle s_1, a_4 \rangle \}$ transits the system either to $g_1$ or $g_2$.
- The plan $p_3=\{\langle Init, a_3 \rangle; \langle s_2, a_5 \rangle \}$ transits the system either to $g_1$ or $g_3$.

The key challenge is to choose which plan satisfies the user preferences in the best way. The intuitive approach is to compare goal sets which can be satisfied by each plan and to choose the most preferable one. For instance, $p_2$ is better than $p_1$ since it can satisfy all possible goals of $p_1$ and additionally it gives an opportunity to satisfy the most preferable goal $g_1$. It is easy to see that $p_2$ is also better than $p_3$, because the only difference in their sets of goals is that $p_2$ can lead to $g_2$ whereas $p_3$ can lead to the less preferable goal $g_3$. Therefore, $p_2$ is the optimal plan for the given planning
problem. But it is quite difficult to compare plans \( p_1 \) and \( p_3 \), because we need to choose whether it is better to have an unambiguous satisfiability of \( g_2 \) or it is better to try fortune in the hope of \( g_1 \), but with possibility to end up in \( g_3 \).

Conceptually, the notion of optimal plan is far from trivial. Plans in nondeterministic domains can result in several different behaviors, some of them satisfying conditions with different preferences. Planning for optimal conditional plans must therefore take into account the different behaviors, and conditionally search for the highest preference that can be achieved. Since actions are nondeterministic, the planner will know only at run-time whether a preference is met of not, and consequently a plan must interleave different plans for different levels of preferences depending on the different action outcome.

Moreover, taking into account preferences makes the already hard problem of taking into account multiple action outcomes even harder. Devising planning algorithms that can work in practice with these two dimensions of complexity in large domains and with complex preference specifications is even more an open challenge.

One of the simplest, but extremely important example of reachability goals with preferences is a combination of ”main” and ”recovery” goals. Defining a planning problem we need to be prepared to get a situation when during the plan execution we found out that the main goal became unreachable. Hence, we need a possibility to start a compensation plan which moves the system to some of acceptable stable states where the plan execution can terminate safely. Such set of states is called a recovery goal. Moreover, each goal can be expressed by a set of more detailed sub-goals that cover different aspects of a planning problem. For instance, ordering a business trip at a travel agency it is not enough to specify the source and destination points. To obtain a comfortable plan for the trip we need
to concrete the goal by providing additional constraints to the transport type, payment type, hotel type, and etc. Moreover, we need to express our preferences in scope of each constraint such as "traveling by plane is more preferable than traveling by train" or "payment by credit card is more preferable than payment by cash". In general, the planning problem can define arbitrary many groups of constraints that can be grouped hierarchically in a tree-like structure. To illustrate and motivate this example consider following goal:

1. Main goal
   1a. Travel from Rome to Paris.
   1b. Choose between traveling by plane, train, or bus.
   1c. Choose between payment by credit card and cash.

2. Recovery goal
   2a. All transactions have to be canceled.

On the top level we have two goals: "main" and "recovery". Hence, we need a plan which satisfies the main goal for traveling, but if it becomes unreachable the plan has to cancel all requested transactions in spite of the possible nondeterministic domain behavior. The main goal describes a goal to find out a plan to reach Paris from Rome considering the traveling transport and payment type, where only one of listed payment and transport types can be used. In this example goals are ordered according to our preferences, i.e. main goal is more preferable than recovery one, plane is more preferable than train, and etc.

This example illustrates two different grouping modes: disjunctive and conjunctive. The disjunctive grouping assumes that the planner has to satisfy at least one goal from the group. In the example above it is enough to satisfy main goal, buy a ticket only for only type of transport, and choose
only one option for the payment. The conjunctive grouping assumes that all goals from the group have to be satisfied. Therefore, to satisfy the main goal for traveling the planner has to satisfy sub-goals 1a, 1b and 1c. There is a possibility to define some hybrid grouping, such as ”satisfy as many goals from the group as possible”, but in this work we address only basic grouping modes.

4.2 Goal Language with Preferences

We encode the goal as a hierarchical structure where any goal can have an unbounded set of nested goals. Formally, the hierarchy is organized by the combination of two operators: **OneOf** and **All**. The operator **All** is used to conjunct subgoals when all of them have to be satisfied, i.e. it represents conjunctive grouping mode. Therefore, in the example above **All** has to be used to define the main goal as conjunction of 1a, 1b and 1c. **OneOf** operator is used for the goal composition when only one of them has to be satisfied, i.e. for disjunctive grouping mode. Therefore it can be applied to formalize goals 1b, 1c and the top level goals: main and recovery. As we mentioned in the previous section, the **OneOf** construction provides a possibility to specify a secondary (less preferable, compensation or recovery) goals to manage a situation when the focused goal became unreachable as result of the nondeterministic action outcome. To express user preferences between disjunctive goals **OneOf** assigns to each its subgoal a natural number. The larger number indicates more preferable goals. The usage of natural numbers for expression user preferences enables to set up a total ordering relation not only between goals from the same **OneOf** operator, but also between combination of goals from different hierarchy levels. For instance, in order to compare goals ”travel by plan and pay by cash” and ”travel by train and pay by credit card” we need a quantitative expression
of user preferences for each atomic goal. The goals such as 1a, 2a or any subgoal from 1b and 1c are basic. They describe just a set of domain states and can be represented by propositional formulas over basic propositions. We propose the formal definition of the goal language that extends classical reachability goals by adding preferences and compositional operators as follows.

**Definition 6 (Goal Language with Preferences).**

Let $\mathcal{P}$ be the set of basic propositions. The propositional formulas $p$ and the goal with preferences $g \in \mathcal{G}$ over $\mathcal{P}$ are defined as follows:

1. $p := \top | \bot | b | \neg p | p \land p | p \lor p |

2. $g := p | \text{OneOf}(g_1, c_1; \ldots; g_n, c_n) | \text{All}(g_1, \ldots, g_n)$

where $c_i \in \mathbb{N}$ describes a goal preference, and $b \in \mathcal{P}$ is a basic proposition.

The goal from the travel agency example can be expressed in the new goal language in the following way:

**OneOf**

**All**

'from Rome to Paris',

**OneOf**(plane,9; train,6; bus,1),

**OneOf**(CC,2; cash,1)

),1;

'All transactions are canceled',0

In order to make propositional formulas more readable we replaced them by intuitively understandable expressions. We assigned preference values to each type of transport and payment, and finally we assigned preference values to the main and recovery goals. There are seven sets of states which are satisfies the goal above:
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1. 'from Rome to Paris' \( \land \) plane \( \land \) CC

...

6. 'from Rome to Paris' \( \land \) bus \( \land \) cash

7. 'All transactions are canceled'

But some of these sets of states are more preferable than others in consequence to user preferences and we need a technique to compare them based on the preferences specified inside of OneOf operators.

4.2.1 Goal Satisfaction

We now give semantics to the goal language defined above. This is done in two steps. First, we define when a state satisfies the goal. Second, we define an ordering relation among the states satisfying the goal. This relation defines which state satisfying the goal is ”better” than another one, and hence, captures the meaning of preferences expressed in the goal.

The definition of the goal satisfiability in a domain state is very simple: the goal is evaluated on a state (or, equivalently, an assignment to basic propositions) interpreting operator All as a propositional \( \land \) and operator OneOf as a propositional \( \lor \).

We generalized the conception of the state to the conception of the assignment for domain propositions \( \mathcal{P} \) that can describe the system state as well as a set of system states. In particular, we focused on the goal assignments which encode the subset of goal states. In this case, we declare that an assignment \( s \) satisfies a goal \( g \). The goal is hierarchical, therefore the process of assignment satisfiability checking is based on recursive satisfiability checking for each subgoal. Thus, to satisfy OneOf goal the assignment has to satisfy at least one of its subgoals. To satisfy All goal the assignment has to satisfy all its subgoals. Finally, to satisfy the basic
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Figure 4.2: Example of the goal-tree representation. Nodes with bold border are satisfied by assignment \{a, c\}.

goal as a propositional formula the assignment has to make this formula true.

Definition 7 (Goal Satisfaction).

Let \( s \subseteq \mathcal{P} \) be an assignment and \( g \) be a goal on \( \mathcal{P} \). Let \( b \in \mathcal{P} \) be a basic proposition. We say that \( s \) satisfies \( g \), and we write \( s \models g \), according to the following rules:

1. \( s \models \text{OneOf}(g_1, c_1; \ldots; g_n, c_n) \) iff \( \exists i : s \models g_i \);

2. \( s \models \text{All}(g_1, \ldots, g_n) \) iff \( \forall i : s \models g_i \);

3. \( s \models \bot, \top, \neg p, p \land p, p \lor p \) is defined using the standard rules of logic operators;

4. \( s \models b \) iff \( b \in s \).

The goal can be represented by a graph-tree, as shown on Figure 4.2, where leaf nodes are propositional formulas and others denote \textbf{All} and \textbf{OneOf} operators. The previous definition does not consider the goal pref-
ferences. To do this we define a preference function that measures the preference of the given assignment in respect to the given goal.

**Definition 8 (Preference Function).**

Let $s \subseteq \mathcal{P}$ be an assignment and $g$ be a goal on $\mathcal{P}$. The preference function $\text{pref}(s, g) : \mathcal{P} \times \mathcal{G} \rightarrow \mathbb{N} \cup \{-\infty\}$ is defined as follows:

$$
\text{pref}(s, g) = \begin{cases} 
-\infty & \text{if } s \not\models g, \\
0 & \text{if } s \models g \text{ and } g \text{ is a propositional formula,} \\
\max_{s \models g_i} \{c_i\} & \text{if } s \models g \text{ and } g = \text{OneOf}(g_1, c_1; \ldots; g_n, c_n), \\
\sum \text{pref}(g_i, s) & \text{if } s \models g \text{ and } g = \text{All}(g_1, \ldots, g_n).
\end{cases}
$$

According to this definition, the preference function for an assignment that does not satisfy the goal is $-\infty$, while the preference function for an assignment satisfying the goal is a natural number. The goal language does not specify preferences for propositional formulas, therefore the preference function for an assignment that satisfies a propositional formula is 0. In the case of $\text{OneOf}$ goals, the preference function is equal to the maximal preference function value calculated for sub-goals. Finally, in case of $\text{All}$ operator we sum up all values of preference function for sub-goals. Some examples of priorities are shown on Figure 4.2.

On top of the definition of assignment preference function, we define a total ordering relation on the assignments. We use a notation $s_1 \succ_g s_2$ if an assignment $s_1$ is more preferable than an assignment $s_2$ with respect to the goal $g$, and notation $s_1 \simeq_g s_2$ if assignments $s_1$ and $s_2$ are equally preferable with respect to the goal $g$. We define that two assignments are equally preferable if we can not distinguish that one of them is more preferable than another one (i.e., $s_1 \simeq_g s_2 \Leftrightarrow (s_1 \not\succ_g s_2) \land (s_2 \not\succ_g s_1)$).

We remark that this total ordering relation cannot be defined taking into account only the preference function. Indeed, Figure 4.3.a depicts a goal $g$ where assignments $p$ and $q$ have equal values for the preference function,
Figure 4.3: The example of All goal where a) \( \text{pref}(p, g) = \text{pref}(q, g) \) and \( p \succ g q \); b) \( \text{pref}(s, g) = \text{pref}(r, g) \) and \( s \simeq g r \).

i.e. \( \text{pref}(p, g) = \text{pref}(q, g) = 2 \). But, the goal \( g_3 \) is the most preferable one in respect to the goal \( g_1 \) and \( p \succ g_3 q \). Therefore, it is natural to declare that \( p \succ g_1 q \), and, hence, \( p \succ g q \).

To compare two assignments we first need to check its preference function values. If they are not equal we can definitely order these assignments, otherwise we have to compare assignments in respect to all subgoals of the top goal operator. In some cases, there is no possibility to decide which assignment is more preferable than another one. Such example is shown on Figure 4.3.b where assignments \( r \) and \( s \) are equally preferable in respect to the goal \( g \), since \( \text{pref}(r, g) = \text{pref}(s, g) = 6 \) and \( s \simeq g_1 r \) and \( r \simeq g_2 s \).

**Definition 9 (Assignment Ordering Relation).**

An assignment \( s_1 \) is (strictly) preferable than an assignment \( s_2 \) with respect to a goal \( g \), written \( s_1 \succ_g s_2 \), if

\[
\text{pref}(s, g) = \text{pref}(r, g) = 6 \quad \text{and} \quad s \succ g_1 r \quad \text{and} \quad r \succ g_2 s.
\]

\[
s_1 \succ_g s_2 \iff
\]
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\[
\begin{align*}
\text{pref}(s_1, g) & > \text{pref}(s_2, g) , \text{ or } \\
\text{pref}(s_1, g) & = \text{pref}(s_2, g) \quad \text{and } g = \text{All}(g_1, ..., g_n) \\
& \quad \text{and } \forall i : (s_1 \not\succ_g s_2) \\
& \quad \text{and } \exists i : (s_1 \succ_g s_2) , \text{ or }
\end{align*}
\]

where \( s_1 \not\prec_g s_2 \) means that \( s_2 \succ_g s_1 \) is not true. Assignments \( s_1 \) and \( s_2 \) are equally preferable, written \( s_1 \simeq_g s_2 \), if \( s_1 \not\prec_g s_2 \) and \( s_2 \not\prec_g s_1 \).

According to this definition, if two assignments \( s_1 \) and \( s_2 \) have the same preference function values with respect to the goal \( g = \text{All}(g_1, ..., g_n) \), then we prefer assignment \( s_1 \) only if \( s_1 \) is preferable on some of the sub-goals (condition \( s_1 \succ_g s_2 \)) and \( s_2 \) is not preferable on any sub-goal (condition \( s_1 \not\succ_g s_2 \)). In the case \( g = \text{OneOf}(g_1, c_1; \ldots; g_n, c_n) \) the definition is similar, i.e., we require that \( s_1 \) is sometimes strictly preferable and that \( s_2 \) is never strictly preferable, however we do this only on those sub-goals with maximum preference function value that are satisfied by assignment \( s_1 \).

Theoretically, any goal can have several representations in the proposed goal language. For example, it is obvious that goals \( g_1 = \text{All}(p_1) \) and \( g_2 = \text{All}(\text{All}(p_1)) \) can be considered as equivalent goals. It is similar to the case that any propositional formula can have several syntactical representation, i.e. \( p_1 \equiv p_1 \land p_1 \), or \( p_1 \land (p_2 \lor p_3) \equiv (p_1 \land p_2) \lor (p_1 \land p_3) \). The notion of equivalent goals has to capture the fact that equivalent goals express equivalent preferences. For instance, goals \( g_1 = \text{All}(p_1, \text{OneOf}(p_2, 1; p_3, 2)) \) and \( g_2 = \text{OneOf}(p_1 \land p_2, c_1; p_1 \land p_3, c_2) \) can be equivalent or not, depending on the values of \( c_1 \) and \( c_2 \). Therefore, we consider two goals as equivalent if and only if they describe equivalent sets of states and equivalent preferences between them.
Definition 10 (Goal Equivalency).
The goals $g_1, g_2 \in \mathcal{G}$ are equivalent, written $g_1 \equiv g_2$, iff they have equal set of assignments and $\forall s_1, s_2 : s_1 \succeq_{g_1} s_2 \leftrightarrow s_1 \succeq_{g_2} s_2$.

According to the definition the goal equivalency is a symmetrical relation. In most cases it is enough to use asymmetrical modification of this relation called goal implication.

Definition 11 (Goal Implication).
The goal $g_2$ is implied by the goal $g_1$, written $g_1 \Rightarrow g_2$, iff both goals have equal set of assignments and $\forall s_1, s_2 : s_1 \succeq_{g_1} s_2 \Rightarrow s_1 \succeq_{g_2} s_2$.

The implied goals keep only strict ordering relation between assignments. The replacement of the planning goal by the implied one is a fair operation from the planning point of view. It is motivated by the fact, that if two assignments are equal in respect to the goal ($s_1 \simeq_g s_2$), then we are free to make a decision on the planner side and replace this relation by a strict one ($s_1 \succ s_2$, or $s_2 \succ s_1$). Therefore, without loosing generality we can replace the original planning goal by an implied one.

We state that the replacement of any sub-goal in the goal with preference by an equivalent sub-goal transforms this goal with preference to an equivalent one.

Lemma 1. Let $g$ be a $\text{OneOf}(g_1, c_1; \ldots ; g_n, c_n)$ or $\text{All}(g_1, \ldots , g_n)$ goal. If we replace an arbitrary sub-goal $g_j$ by an equivalent sub-goal $g'_j$, then the obtained goal $g'$ will be an equivalent goal with respect to $g$.

Proof. According to Definition 7 the set of assignments for $g'$ is a same one as for $g$. Therefore we only need to prove that $\forall s_1, s_2 : s_1 \succeq_{g'_1} s_2 \leftrightarrow s_1 \succeq_{g'} s_2$.

First, consider the case where $g = \text{OneOf}(g_1, c_1; \ldots ; g_n, c_n)$. Let $s_1$ and $s_2$ be two arbitrary assignments such as $s_1 \succeq_g s_2$. According to definition of the preference function Definition 8, $\text{pref}(s_1, g) = \text{pref}(s_1, g')$ and
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\[ \text{pref}(s_2, g) = \text{pref}(s_2, g'). \] Therefore, \( \text{pref}(s_1, g) > \text{pref}(s_2, g) \Rightarrow \text{pref}(s_1, g') > \text{pref}(s_2, g') \), and, hence, \( \text{pref}(s_1, g) > \text{pref}(s_2, g) \Rightarrow (s_1 g s_2 \Rightarrow s_1 g' s_2) \). Otherwise, i.e. if \( \text{pref}(s_1, g) = \text{pref}(s_2, g) \), the statement \( s_1 g s_2 \Rightarrow s_1 g' s_2 \) holds iff

\[
\forall i : (c_i = \text{pref}(s_1, g) \land (s_1 \models g_i)) \Rightarrow s_1 \not g_i s_2, \text{ and}
\exists i : c_i = \text{pref}(s_1, g) \land s_1 \models g_i \land s_1 g_i s_2
\]

But, this is true because of the fact that the replaced goal \( g'_j \) is equivalent to the \( g_j \), i.e. \( s_1 g_j s_2 \Leftrightarrow s_1 g'_j s_2 \). Using this line of reasoning it is easy to show that the backward statement \( s_1 g' s_2 \Rightarrow s_1 g s_2 \) is also true.

Second, in the case where \( g = \text{All}(g_1, \ldots, g_n) \) the statement of the lemma is proved analogously to the case where \( g = \text{OneOf}(g_1, c_1; \ldots; g_n, c_n) \). \( \square \)

**Theorem 1.** Let \( g \) be an arbitrary goal with preferences. Let \( g_1 \) be an arbitrary sub-goal on arbitrary level of the hierarchical goal structure of \( g \). If we replace \( g_1 \) by an equivalent sub-goal \( g'_1 \) then the obtained goal \( g' \) will be an equivalent to the original goal \( g \).

**Proof.** The proof is based on Lemma 1. Let \( g_2 \) be a parent goal for \( g_1 \) and after replacement of \( g_1 \) by \( g'_1 \) it is transformed to \( g'_2 \). According to Lemma 1, \( g_2 \Leftrightarrow g'_2 \). Repeating this rule to all parent sub-goals on the way from \( g_2 \) to the root goal \( g \) implies that \( g \Leftrightarrow g' \). \( \square \)

Unfortunately, the transformation technique based on the replacement of nested sub-goals can not be applied using implications of these sub-goals.

In order to standardize the process of planing with goals described in the proposed goal language we transform a goal to another goal with a special structure, optimal for planning. We call such kind of goals ”flat goals”. The only requirement to the goal transformation is that the resulting flat goal has to be an implication of the original goal.
4.2.2 Flat Goals

A simple goal structure simplifies the planning process. The most convenient goals from the planning point of view that still capture preferences are the so called flat goals: they consist of a list of propositional formulas ordered by preference.

**Definition 12 (Flat Goal).**

We call a goal $g \in \mathcal{G}$ "flat" if it has a form $\text{OneOf}(p_1, c_1; \ldots; p_n, c_n)$, where $p_i$ is a propositional formula.

The main advantage of the flat goal is that all its subgoals are propositional formulas. Therefore, the planner can work with a sequence of usual reachability goals in decreasing order on preference values. In order to take the advantages of flat goals we propose the algorithm that converts any goal expressed in the proposed goal language to the flat one which is an implication of the original goal. Such goal transformation is called flattening.

The flattening algorithm consists of two steps. In the first step we eliminate $\text{All}$ operators from the goal and obtain a goal that contains only $\text{OneOf}$ operators and propositional formulas. In the second step we eliminate all $\text{OneOf}$ operators except of the top one, thus obtaining the flat goal. To guarantee that resulting flat goal is an implication of the original one, we developed goal transformation rules guaranteeing that an output goal is implied by an input goal.

**Definition 13 (All Elimination).**

The $\text{All}$ elimination is based on the following goal transformation rules:

- **Rule 1:** Flattening of the $\text{All}$ operator with nested $\text{All}$ operators.

  $\text{All}(\text{All}(g_1, \ldots, g_n), g'_1, \ldots, g'_k) \rightarrow \text{All}(g_1, \ldots, g_n, g'_1, \ldots, g'_k)$
Rule 2: Pushing All operators to the leafs of the goal-tree structure.

\[
\text{All}(\text{OneOf}(g_1^1, c_1^1; \ldots; g_n^1, c_n^1), \ldots, \text{OneOf}(g_1^k, c_1^k; \ldots; g_n^k, c_n^k), p_1, \ldots, p_m) \rightarrow \text{OneOf}(\text{All}(g_1^1, g_1^2, \ldots, g_1^k, p_1 \land \cdots \land p_m), c_1^1 + c_2^1 + \cdots + c_k^1; \ldots, \text{All}(g_n^1, g_n^2, \ldots, g_n^k, p_1 \land \cdots \land p_m), c_{n_1}^1 + c_{n_2}^2 + \cdots + c_{n_k}^k)
\]

Notice that, in the second rule, the resulting OneOf goal contains \(n_1 \ast \ldots \ast n_k\) subgoals that represent all possible combinations of subgoals of the nested OneOf operators in the original goal. The preference value of any of such combinations is the sum of the preference values of the subgoals. Intuitively, both rules are based on the propositional logic axioms, i.e. \(((b_1 \land b_2) \land b_3) \equiv (b_1 \land b_2 \land b_3)\) and \(((b_1 \lor b_2) \land (b_3 \lor b_4)) \equiv ((b_1 \land b_3) \lor (b_1 \land b_4) \lor (b_2 \lor b_3) \lor (b_2 \land b_4))\).

A special case of the second rule is when all subgoals of the All operator are propositional formulas, i.e., \(k = 0\). In this case, the rule can be specialized as follows:

\[
\text{All}(p_1, \ldots, p_m) = \text{OneOf}(p_1 \land \cdots \land p_m, 0)
\]

This rule used to remove All operators when they reach the leaves of the goal-tree.

The following result shows that the application of the flattening rules for All operator preserves the goal equivalency requirement.
**Proposition 1.** Let $g$ be an arbitrary goal and $g'$ be a goal obtained from $g$ applying one of the rules in Definition 13. Then $g \Leftrightarrow g'$.

**Proof.** We prove by contradiction that rules in Definition 13 do not change the set of assignments. Consider an arbitrary assignment $s$, such that $s \models g$ and $s \not\models g'$. It means following:

- **Rule 1:** According to the Definition 7 $s \not\models g'$ means that $\exists g'_i : s \not\models g'_i$ or $\exists g_i : s \not\models g_i$, but it means that $s \not\models g$ (again according to the Definition 7). It is a contradiction to our assumption that $s \models g$.

- **Rule 2:** According to the Definition 7 $s \models g$ means that $\forall p_i : s \models p_i$ and in each nested OneOf goal of the input goal $g$ there exists at least one goal $g^j_i$ such that $s \models g^j_i$. The output goal $g'$ contains all possible combinations of subgoals of the nested OneOf operators from the input goal $g$. Therefore, there is a combination that contains all $g^j_i$ such that $s \models g^j_i$. Therefore $s \models g'$, and this is a contradiction to our assumption that $s \not\models g'$.

Analogously, it is easy to show that there is no assignment $s$, such that $s \not\models g$ and $s \models g'$.

The proof of $g \Rightarrow g'$. Let $s_1, s_2$ be arbitrary assignments. We prove that $\forall s_1, s_2 : s_1 \succ g \Rightarrow s_2 \Rightarrow s_1 \succ g' \Rightarrow s_2$.

It is obvious for Rule 1.

Consider Rule 2. We note that original goal $g$ has a structure:

$$g = \text{All} ( \text{OneOf}(g^1_1, c^1_1; \ldots; g^1_{n_1}, c^1_{n_1}), \ldots, \text{OneOf}(g^k_1, c^k_1; \ldots; g^k_{n_k}, c^k_{n_k})),$$

where we denote with $g_i$ a sub-goal of $g$:

$$g_i = \text{OneOf}(g^i_1, c^i_1; \ldots; g^i_{n_i}, c^i_{n_i}).$$

The goal obtained as a result of transformation $g'$:
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\[ g' = \text{OneOf}( \text{All}(g_1^1, \ldots, g_k^1), c_1^1 + \cdots + c_k^1; \ldots; \text{All}(g_{n_1}^1, \ldots, g_{n_k}^k), c_{n_1}^1 + \cdots + c_{n_k}^k), \]

where we denote with \( g'_i \) is a sub-goal of \( g' \):

\[ g'_i = \text{All}(g_{j_i}^{i^1}, \ldots, g_{j_k}^{i^k}). \]

To simplify the goal structure we removed propositional formulas \( p_i \) from the transformation rule. We can do this without losing the generality, because propositional formulas does not influence on the transformation equivalency property.

It is easy to see that \( \forall s, s \models g : \text{pref}(s, g) = \text{pref}(s, g') \). Therefore, if \( \text{pref}(s_1, g) > \text{pref}(s_2, g) \) then \( \text{pref}(s_1, g') > \text{pref}(s_2, g') \) and so \( s_1 \succ g' s_2 \). In case if preference functions are equal for both assignments, \( s_1 \succ g s_2 \) means that there exists at least one \text{OneOf} sub-goal \( g_i \) such that \( s_1 \succ g_i s_2 \), and for all others sub-goals \( g_j : s_2 \not\succ g_j s_1 \). The output goal \( g' \) contains all possible combinations of subgoals of the nested \text{OneOf} operators from the input goal \( g \). Therefore, there is a sub-goal \( g'_i \) of \( g' \) such that \( s_1 \succ g'_i s_2 \), and for all others sub-goals \( g'_j : s_2 \not\succ g'_j s_1 \), and so \( s_1 \succ g' s_2 \).

The proof of \( g' \Rightarrow g \). Let \( s_1, s_2 \) be arbitrary assignments. We prove that \( s_1 \succ g s_2 \Rightarrow s_1 \succ g s_2 \). As in the previous case, if \( \text{pref}(s_1, g') > \text{pref}(s_2, g') \) then it is obvious that \( \text{pref}(s_1, g) > \text{pref}(s_2, g) \) and, hence, \( s_1 \succ g s_2 \). If \( \text{pref}(s_1, g') = \text{pref}(s_2, g') \) then, according to the definition of preference function, \( \forall g'_i : s_2 \not\succ g'_i s_1 \), and \( \exists g'_j : s_1 \succ g'_j s_2 \). Without loosing generality we can re-enumerate all goals in such way that the goal \( g'_i \) with a structure:

\[ g'_1 = \text{All}(g_1^1, g_2^1, \ldots, g_k^1), \]

satisfies statement \( s_1 \succ g'_1 s_2 \). Therefore, \( \text{pref}(s_1, g') = \text{pref}(s_2, g') = c_1^1 + c_2^1 + \cdots + c_k^1 \), and following statements are true:

- In respect with \( g_1 \), \( \not\exists g_j^1 : s_1 \models g_j^1 \land c_j^1 > c_1^1 \). Because, otherwise, there would be a goal \( g'_i \):
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\[ g'_i = \text{All}(g^1_1, g^2_1, \ldots, g^k_1), \]

where \( s_1 \models g'_i \land c^1_j + c^2_j + \cdots + c^k_j > c^1_1 + c^2_1 + \cdots + c^k_1 = \text{pref}(s_1, g'). \)

- In respect with \( g^1_1, \nexists g^1_j : c^1_j = c^1_j, \) and \( s_1 \nmodels g^1_1 \land s_2 \models g^1_j. \) Because, otherwise, there would be a goal \( g'_i: \)

\[ g'_i = \text{All}(g^1_1, g^2_1, \ldots, g^k_1), \]

where \( s_1 \nmodels g'_i \land s_2 \models g'_i \land c^1_j + c^2_j + \cdots + c^k_j = \text{pref}(s_1, g'). \) This is a contradiction to our base assumption that \( s_1 \succ_g s_2. \)

Therefore, according to the definition of the assignment ordering relation, \( s_1 \succ_g s_2 \Rightarrow s_2 \nmodels g, s_1. \) In a similar way, we prove that \( s_1 \succ_g s_2 \Rightarrow \forall g_i : s_2 \nmodels g, s_1. \) Moreover, \( s_1 \succ_g s_2 \) implies that there is at least one \( g_i \) such that \( s_1 \succ_g, s_2, \) and therefore \( s_1 \succ_g s_2 \Rightarrow s_1 \succ_g s_2. \)

In the flattening process, we apply the two rules of the previous definition to each \text{All} node of the goal, until a fixed point is reached and the resulting goal contains only \text{OneOf} operators and propositional formulas. According to Theorem 1, the order in which the rules are applied to the different nodes of the goal preserves the equivalency requirement for the goal transformation. In our implementation we apply them from the top of the tree to the leaves.

In the second step of our flattening algorithm we transform a goal that contains only \text{OneOf} operators to a flat one. Such transformation is based on the iterative application of the rule described below until a fixed point is reached. As in the previous step, the order of subgoals to which rule is applied is not important. In our implementation, we apply this rule to the top goal until it becomes the flat one.

**Definition 14 (OneOf Flattening).**

The \text{OneOf} flattening is based on the following goal transformation rule:

\[ \text{OneOf Flattening}. \]

\[ The \ OneOf \ flattening \ is \ based \ on \ the \ following \ goal \ transformation \ rule: \]
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Figure 4.4: Example of usage of the OneOf flattening rule, where \( p_i \) are propositional formulas and OneOf operators are enumerated by integers.

- **Flattening of nested OneOf operators.**

  \[
  \text{OneOf}( \text{OneOf}(g_1^1, c_1^1; \ldots; g_{n_1}^1, c_{n_1}^1), c_1; \ldots; \text{OneOf}(g_1^k, c_1^k; \ldots; g_{n_k}^k, c_{n_k}^k), c_k; p_1, c_1'; \ldots; p_m, c_m') \rightarrow \text{OneOf}(g_1^1, \overline{c}_1^1; \ldots; g_{n_1}^1, \overline{c}_{n_1}^1; \ldots; g_1^k, \overline{c}_1^k; \ldots; g_{n_k}^k, \overline{c}_{n_k}^k; p_1, c_1' * c_{\text{max}}; \ldots; p_m, c_m' * c_{\text{max}}),
  \]

  where \( \overline{c}_i^j = c_i^j + c_j * c_{\text{max}} \),

  and \( c_{\text{max}} = \max\{c_i^j\} + 1 \)

An example of usage of the OneOf flattening rule is shown on Figure 4.4.

Notice that, to calculate new preference values for sub-goals of OneOf operators we use \( c_{\text{max}} \) number, which guarantees that if OneOf operator \( j \) has bigger priority than operator \( k \) (\( c_j > c_k \)) then, after flattening, any priority \( \overline{c}_i^j \) of the goal obtained from operator \( j \) is bigger than any priority \( \overline{c}_i^k \) of the goal obtained from operator \( k \). The example of the goal transformation depicted on Figure 4.4. In this example we can see that assignments \( \{p_1\} \) and \( \{p_2\} \) are equally preferable in respect to the source goal, but strictly comparable in respect to the goal obtained after transformation.

**Proposition 2.** Let \( g \) be an arbitrary goal and \( g' \) be a goal obtained from
applying the rules in Definition 14. Then \( g \Rightarrow g' \).

**Proof.** We prove by contradiction that rule in Definition 14 does not change the set of assignments. Consider an arbitrary assignment \( s \), such that \( s \models g \) and \( s \not\models g' \). According to the Definition 7 \( s \not\models g' \) means that \( s \) does not satisfy all sub-goals of \( g' \) (i.e \( s \not\models g_i^j \) and \( s \not\models p_i \) for all possible \( i, j \)). But \( s \models g \) means that there exists at least one \( g_{\text{subgoal}} = g_i^j \) or \( g_{\text{subgoal}} = p_i \), such that \( s \models g_{\text{subgoal}} \). And so, we get a contradiction. Analogously we prove that assumption about existence of \( s \) such that \( s \not\models g \) and \( s \models g' \) is also wrong.

In order to prove that \( \forall s_1, s_2 : s_1 \succ_g s_2 \Rightarrow s_1 \succ_{g'} s_2 \) we first prove that \( \forall s_1, s_2 : \text{pref}(s_1, g) > \text{pref}(s_2, g) \Rightarrow \text{pref}(s_1, g') > \text{pref}(s_2, g') \). Consider two arbitrary assignments \( s_1, s_2 : s_1 \succ_g s_2 \). Without loosing generality we can assume that \( s_1 \models g_1^j \) and \( \text{pref}(s_1, g) = c_1 \). Otherwise, we can reorder operators and goals inside of the \( g \). Moreover, if \( \exists p_i : s_1 \models p_i \) and \( \text{pref}(s_1, g) = c_i' \) then we can replace the \( p_i \) by the equivalent goal \( \text{OneOf}(p_i) \) and reorder \( \text{OneOf} \) operators to satisfy assumption that \( s_1 \models g_1^j \) and \( \text{pref}(s_1, g) = c_1 \). Analogously, we assume that \( s_2 \models g_1^j \) and \( \text{pref}(s_1, g) = c_k \). \( \text{pref}(s_1, g) > \text{pref}(s_2, g) \) means that \( c_1 > c_k \), therefore

\[
\overline{c}_1^1 = c_1^1 + c_1 \cdot c_{\max} \\
\overline{c}_1^1 + (1 + c_k) \cdot c_{\max} = c_1^1 + c_{\max} + c_k \cdot c_{\max} \geq \\
c_1^1 + 1 + c_k^1 + c_k \cdot c_{\max} = c_1^1 + 1 + \overline{c}_k^1 > \overline{c}_k^1
\]

\( \overline{c}_1^1 > \overline{c}_k^1 \) implies \( \text{pref}(s_1, g') > \text{pref}(s_2, g') \). And so, \( s_1 \succ_g s_2 \Rightarrow s_1 \succ_{g'} s_2 \) if \( \text{pref}(s_1, g) > \text{pref}(s_2, g) \). Analogously, we can show that \( s_1 \succ_g s_2 \Rightarrow s_1 \succ_{g'} s_2 \) if \( \text{pref}(s_1, g) = \text{pref}(s_2, g) \).

To conclude the flattening procedure we prove that algorithm described above always terminates and it is correct.
Theorem 2. The flattening algorithm terminates and preserves satisfaction and priority.

Proof. An arbitrary goal $g$ contains a finite number of $\text{OneOf}$ and $\text{All}$ operators and, hence, the depth of the goal-tree is finite. $\text{All}$ rules either decrease the depth of one of the subgoal-trees (first rule) or move $\text{All}$ to one level below keeping invariant the depth of the goal-tree (second rule). Therefore after finite number of $\text{All}$ rules applications the resulting goal will contains only $\text{OneOf}$ operators and propositional formulas.

$\text{OneOf}$ rule decreases the depth of the goal-tree by one until the goal become flat. Hence the flattening algorithm always terminates. Since the goal contains neither $\text{All}$ operators nor nested $\text{OneOf}$ operators, the resulting goal is flat.

An iterative application of propositions 1 and 2 guarantees that the flattening procedure does not change the set of satisfying assignments and the preference among assignments.

The results of this section allow us to transform any goal with preferences $g$ into a flat goal, which is implied from $g$ and consists of a list of pairs (states,preference value), i.e. $\text{OneOf}(p_1, c_1; ...; p_n, c_n) = \langle p_1, c_1; ...; p_n, c_n \rangle$.

In the following section, we address the problem of planning for goals with preferences. In doing so, we will (safely) focus on goals of the form $\langle p_1, c_1; ...; p_n, c_n \rangle$. Moreover, we can order all goals by its preference values and consider the goal of the form $\langle p_1, ..., p_n \rangle$.

4.3 Strong Planning For Goals with Preferences

This section addresses the problem of finding solutions to the problem of planning with preference goals. We start by giving a definition of a planning problem with preferences and of plans satisfying such problem. Then
we will move to the plan optimality challenge. In the previous section we showed that any goal described in the new goal language with preferences can be replaced by the implied flat goal. Therefore, without loosing generality we can consider only goals that consists of a list of reachability goals ordered by preferences.

**Definition 15 (Reachability Goal with Preferences).**

A reachability goal with preferences $G_{list}$ is an ordered list $\langle g_1, ..., g_n \rangle$, where $g_i \subseteq S$. The goals in the list are ordered by preferences, where $g_1$ is the most preferable goal and $g_n$ is the worst one.

For simplicity, we consider a totally ordered list of preferences. If we obtained the reachability goal with preferences from the flat goal containing some sub-goals with equal preference values then we can set up the preference order between such sub-goals in an arbitrary way.

**Definition 16 (Planning Problem with Preferences).**

Let $D = \langle P, S, A, R \rangle$ be a planning domain. A planning problem with preferences for $D$ is a triple $\langle D, I, G_{list} \rangle$, where $I \subseteq S$ and $G_{list} = \langle g_1, ..., g_n \rangle$ is a reachability goal with preferences.

**Example 6.** Let us consider a goal with preferences for the domain of Example 1 which consists of two preference goals $G_{list} = \langle g_1, g_2 \rangle$, where:

- $g_1 = \{\text{room} = \text{Store}\}$
- $g_2 = \{\text{room} = \text{Lab}\}$

The intuition of this goal is that the robot has to move to "Store" or "Lab", but "Store" is a more preferable goal and the robot has to reach "Lab" only if "Store" becomes unsatisfiable. The planning problem with preferences is defined by the triple $\langle D, I, G_{list} \rangle$.

Plans as state-action tables are expressive enough to be solutions for planning problems for reachability goals with preferences.
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Definition 17 (Solution).

A plan \( \pi \) is a solution for the planning problem \( P = (\mathcal{D}, \mathcal{I}, \{g_1, ..., g_n\}) \) if it is a strong solution to the planning problem \( (\mathcal{D}, \mathcal{I}, \bigvee_{1 \leq i \leq n} g_i) \).

Such plan definition does not take into account goal preferences. All plans are equally preferable regardless from which goals from the list are satisfied. To overcome this limit, we set up an ordering relation between plans and define a notion of plan optimality.

In the definition of the ordering relation among plans, we have to take into account that, due to nondeterminism, different goal preferences can be reached by considering different executions of a plan from a given state. In our approach, we take into account the "extremal" goal preferences that are reached by executing a plan in a state, namely the goal with the best preference and that with the worst preference. It is motivated by the fact that one of the most typical cafeterias for quality measurement of the solution under uncertainty are:

- The best possible benefits that can be reached in case of favourable nondeterminism resolution.
- The worst possible losses that can be reached in case of unfavourable nondeterminism resolution.

Formally, we denote with \( \text{pref}(\pi, s)^{\text{best}} \) the goal with best preference (i.e., of minimum index in the goal list) achievable from \( s \):

\[
\text{pref}(\pi, s)^{\text{best}} = \min\{i : \exists s' \subseteq g_i \text{ and } s', \text{ is a terminal state of the execution structure for } \pi \text{ that can be reached from } s\}.
\]

The definition of goal \( \text{pref}(\pi, s)^{\text{worst}} \) with worst preference reachable from \( s \) is similar. If \( s \not\in \text{StatesOf}(\pi) \) then \( \text{pref}(\pi, s)^{\text{best}} = \text{pref}(\pi, s)^{\text{worst}} = -\infty \).
In the following definition, we compare the quality of two plans \( \pi_1 \) and \( \pi_2 \) in a specific state \( s \) of the domain. We use an optimistic behavior assumption, i.e., we compare the plans according to the goals of best preferences reached by the plans (i.e., \( \text{pref}(\pi_1, s)^{\text{best}} \) and \( \text{pref}(\pi_2, s)^{\text{best}} \)). In case the maximum possible goals are equal, we apply a pessimistic behavior assumption, i.e., we compare the plans according to the goals of worst precedence (i.e., \( \text{pref}(\pi_1, s)^{\text{worst}} \) and \( \text{pref}(\pi_2, s)^{\text{worst}} \)).

Definition 18 (Plans Total Ordering Relation in a State).

Let \( \pi_1 \) and \( \pi_2 \) be plans for a problem \( P \). Plan \( \pi_1 \) is better than \( \pi_2 \) in state \( s \), written \( \pi_1 \prec_s \pi_2 \), if:

- \( \text{pref}(\pi_1, s)^{\text{best}} < \text{pref}(\pi_2, s)^{\text{best}} \), or
- \( \text{pref}(\pi_1, s)^{\text{best}} = \text{pref}(\pi_2, s)^{\text{best}} \) and \( \text{pref}(\pi_1, s)^{\text{worst}} < \text{pref}(\pi_2, s)^{\text{worst}} \).

If \( \text{pref}(\pi_1, s)^{\text{best}} = \text{pref}(\pi_2, s)^{\text{best}} \) and \( \text{pref}(\pi_1, s)^{\text{worst}} = \text{pref}(\pi_2, s)^{\text{worst}} \) then \( \pi_1 \) and \( \pi_2 \) are equivalent in state \( s \), written \( \pi_1 \simeq_s \pi_2 \).

We write \( \pi_1 \preceq_s \pi_2 \) if \( \pi_1 \prec_s \pi_2 \) or \( \pi_1 \simeq_s \pi_2 \).

We can now define relations between plans \( \pi_1 \) and \( \pi_2 \) by taking into account their behaviors in the common states \( S_{\text{common}}(\pi_1, \pi_2) = \text{StatesOf}(\pi_1) \cap \text{StatesOf}(\pi_2) \).

Definition 19 (Plans Ordering Relation).

Let \( \pi_1 \) and \( \pi_2 \) be plans for a problem \( P \). Plan \( \pi_1 \) is better than plan \( \pi_2 \), written \( \pi_1 \prec \pi_2 \), if:

- \( \pi_1 \preceq_s \pi_2 \) for all states \( s \in S_{\text{common}}(\pi_1, \pi_2) \), and
- \( \pi_1 \prec_{s'} \pi_2 \) for some state \( s' \in S_{\text{common}}(\pi_1, \pi_2) \).

If \( \pi_1 \simeq_s \pi_2 \) for all \( s \in S_{\text{common}}(\pi_1, \pi_2) \), then the two plans are equally good, written \( \pi_1 \simeq \pi_2 \).
Example 7. Let us assume that the door in the domain of Example 1 can never be "Locked" and, hence, the action "goRight" performed in "Room 3" deterministically moves the robot to "Store". Therefore the plan $\pi_1$ defined in Example 1 is a solution for the planning problem with preferences defined in Example 6. We also consider another solution $\pi_2$ that is defined as follows:

<table>
<thead>
<tr>
<th>state</th>
<th>action</th>
</tr>
</thead>
<tbody>
<tr>
<td>room = Hall</td>
<td>goRight</td>
</tr>
<tr>
<td>room = Room2</td>
<td>goDown</td>
</tr>
<tr>
<td>room = Room1</td>
<td>goRight</td>
</tr>
</tbody>
</table>

These plans have only one common state $s = \{\text{room} = \text{Hall}\}$. We have $\text{pref}(\pi_1, s)_{\text{best}} = \text{pref}(\pi_1, s)_{\text{worst}} = 1$ because all execution paths satisfy $g_1$. However $\text{pref}(\pi_2, s)_{\text{best}} = 1$, but $\text{pref}(\pi_2, s)_{\text{worst}} = 2$ because there is an execution path that satisfies $g_2$. Therefore $\pi_1 \prec \pi_2$.

Notice that the plans ordering relation is not total: two plans are incomparable if there exist states $s_1, s_2 \in S_{\text{common}}(\pi_1, \pi_2)$ such that $\pi_1 \prec_{s_1} \pi_2$ and $\pi_2 \prec_{s_2} \pi_1$. However, in this case we can construct a plan $\pi$ such that $\pi \prec \pi_1$ and $\pi \prec \pi_2$, as follows:

- if $\langle s, a \rangle \in \pi_1$ and either $s \notin \text{StatesOf(}\pi_2\text{)}$ or $\pi_1 \preceq_s \pi_2$, then $\langle s, a \rangle \in \pi$;
- if $\langle s, a \rangle \in \pi_2$ and either $s \notin \text{StatesOf(}\pi_1\text{)}$ or $\pi_2 \prec_{s} \pi_1$, then $\langle s, a \rangle \in \pi$.

As a consequence, there exists a plan which is better or equal to any other plan and we call such plan optimal.

Definition 20 (Optimal Plan).

Plan $\pi$ for problem $P$ is an optimal plan if $\pi \succeq \pi'$ for any another plan $\pi'$ for the same problem $P$. 
Figure 4.5: Intuition of the strong planning algorithm.

**Example 8.** If the door in the domain of Example 1 can be "Locked", then plan $\pi_2$ of Example 7 is optimal for the problem defined in Example 6.

We remark that one could adopt more complex definitions for ordering plans. For instance, one could consider not only the goals with maximum and minimum preferences reachable from a state, but also the intermediate ones. Another possibility would be to compare the quality of plans taking into account the probability to reach goals with a given preference, and/or to assign revenues to the goals in the preference list. This however requires to model probabilities in the action outcomes, while our starting point is to have a qualitative model of the domain and of the goal. With respect to these and other possible models of preferences, our approach has the advantage of being simpler, and the experiments show that it is sufficient in practice to get the expected plans.
4.4 Strong Planning Algorithm

We now describe a planning algorithm to solve a planning problem \( P = \langle D, I, G_{\text{list}} \rangle \). Our approach consists of building a state-action table \( \pi_i \) for each goal \( g_i \), and then to merge them in a single state-action table \( \pi \). To build tables \( \pi_i \), we will follow the same approach exploited in Section 3.3 for the case of strong goals without preferences, i.e., we perform a backward search for the plan that guarantees to add a state to a plan only if we are sure that a plan exists from that state. In the context of planning with goal preferences, however, performing a backward search also requires to start from the goal of lowest preferences and to incrementally consider goals of higher preference, as shown in the following example.

**Example 9.** Suppose we have the domain presented in Example 1 and the planning problem with preferences of Example 6, i.e., the goal consists of two preferences \( G_{\text{list}} = \langle g_1 = \{ \text{room} = \text{Hall} \}, g_2 = \{ \text{room} = \text{Lab} \} \rangle \).

Our requirement on the plan is that the robot should at least reach the Lab. For this reason, we start by searching for states from which a strong solution \( \pi_2 \) for a goal \( g_2 \) exists. We incrementally identify states from which \( g_2 \) is reachable with a strong plan of increasing length. This procedure stops when all the states have been reached from which a strong plan for \( g_2 \) exists. An example of such a plan \( \pi_2 \) on our robot navigation domain is depicted on the top right part of Figure 4.5. In this case, the only state from which the Lab can be reached in a strong way is Room1.

We then take goal \( g_1 \) into account, and we construct a plan \( \pi_1 \), which is weak for \( g_1 \), but which is a strong solution for a goal \( g_1 \lor g_2 \). As in the previous step, we initially build \( \pi_1 \) as a strong solution for the goal \( g_1 \), using a backward-search approach. This way, we select those actions that guarantee to reach our preferred goal (see plan \( \pi'_1 \) in Figure 4.5). Once such strong plan for \( g_1 \) cannot be further extended, we perform a weakening...
of the plan, i.e., we try to find a weak state-action pair for $\pi_1$ which is, at the same time, a strong action-pair for $\pi_1 \cup \pi_2$. Intuitively, if strong planning becomes impossible, we look for a weak extension of the $\pi_1$ which leads either to the strong part of the $\pi_1$ or to the plan for the less preferable goal $\pi_2$. In our example, we add state-action pair $\langle \text{room} = \text{Hall}, \text{goRight} \rangle$ during the weakening process. Notice that having already computed $\pi_1$ is a necessary condition to apply the weakening.

After the weakening, we continue by looking again for strong extensions of plan $\pi_1$, until a new weakening is required. Strong planning and weakening are performed cyclically until a fixed point is reached. In our simple example, we reach the fixed point with a single weakening, and the final plan $\pi_1$ is shown in Figure 4.5.

In case of an arbitrary goal $G_{\text{list}} = \langle g_1, ..., g_n \rangle$, the weakening process for the plan $\pi_i$ consists of several iterations. We first try apply weakening using $\pi_i \cup \pi_{i+1}$, then $\pi_i \cup \pi_{i+1} \cup \pi_{i+2}$, and so on, until at least one appropriate state-action pair is found.

In the final step of our algorithm we check whether the initial states $I$ are covered by plans $\pi_1$ and $\pi_2$ and, if this is the case, we extract the final plan $\pi$ combining $\pi_1$ and $\pi_2$ in a suitable way.

We now describe the algorithm implementing the idea just described in Example 9. The core of the algorithm is function $\text{BuildStrongPlan}$, which is shown on Listing 4.1.

This function accepts a domain $D = \langle \mathcal{P}, \mathcal{S}, \mathcal{A}, \mathcal{R} \rangle$, a list of goals, and returns a list of plans, i.e. one plan for each goal. The algorithm builds a plan $p_{\text{List}}[i]$ for each goal $g_{\text{List}}[i]$ [lines 02-23], starting from the worst one ($i = |g_{\text{List}}|$) to the best one ($i = 1$). For each goal $g_{\text{List}}[i]$ we do following steps:

- We first do strong planning for goal $g_{\text{List}}[i]$ and store the result in variable $SA$ [line 03]. Function $\text{StrongPlan}$ is defined in Section 3.3.
4.4. STRONG PLANNING ALGORITHM

Listing 4.1: BuildStrongPlan function

```plaintext
function BuildPlan(D, gList);
for (i := |gList|; i > 0; i --) do
  SA := StrongPlan(D, gList[i]);
  oldSA := SA;
  wSt := StatesOf(SA) ∪ gList[i];
  j := i + 1;
  while (j ≤ |gList|)
    wSt := wSt ∪ StatesOf(pList[j]) ∪ gList[j];
    WeakPreImg := \{⟨s, a⟩ : Exec(s, a) ∩ StatesOf(SA) ≠ 0\};
    StrongPreImg := \{⟨s, a⟩ : 0 ≠ Exec(s, a) ⊆ wSt\};
    image := StrongPreImg ∩ WeakPreImg;
    SA := SA ∪ \{⟨s, a⟩ ∈ image : s ∉ StatesOf(SA)\};
    if (oldSA ≠ SA) then
      SA := SA ∪ StrongPlan(D, StatesOf(SA) ∪ gList[i]);
      oldSA := SA;
      wSt := StatesOf(SA) ∪ gList[i];
      j := i + 1;
    else
      j++;
    fi;
  done;
  pList[i] := SA;
done;
return pList;
end;
```
• When a fixed point is reached by function \textit{StrongPlan}, a weakening step is performed. Variable \textit{oldSA} is initialized to \textit{SA} [line 04] — this is necessary to check whether the weakening process is successful.

• In the weakening [lines 05-21], we incrementally consider goals of lower and lower preference, starting from goal with index \( j = i + 1 \), until the weakening is successful. Along the iteration, we accumulate in variable \textit{wSt} the states against which we perform the weakening. Initially, we define \textit{wSt} as those states for which we have a plan for \textit{gList[i]}, namely, the states in \textit{SA} and those in \textit{gList[i]} [line 05]. We then incrementally add to \textit{wSt} the states for \textit{gList[j]} [line 08].

• During the weakening process, we look for states-action pairs [line 11] which lead to \textit{SA} in a weak way [line 09], and that, at the same time, lead to \textit{wSt} in a strong way [line 10]. We add to \textit{SA} those state-action pairs that correspond to states not already considered in \textit{SA} [line 12] — as explained in Section 3.3, removing pairs already contained in \textit{SA} is necessary to avoid loops in the plans.

• If we find at least one new state-action pair [lines 13-18], then we extend \textit{SA} performing strong planning again [line 14], and re-start weakening, re-initializing \textit{oldSA}, \( j \), and \textit{wSt} [line 15-17].

• If we reach a fixed point, and we cannot increment \textit{SA} neither by strong planning nor by the weakening process, then we save \textit{SA} as plan \textit{pList[i]} [line 22] and start planning for the goal \textit{gList[i – 1]}.

The top level planning function is the following:

\[
\text{function} \quad \text{StrongPlanning}(D, I, gList)
\]
\[
\text{pList} := \text{BuildStrongPlan}(D, gList);
\]
\[
\text{if} \quad I \in \bigcup_{1 \leq i \leq |gList|} (\text{StatesOf(gList[i])} \cup \text{gList[j])})
\]
\[
\pi = \text{extractPlan}(gList, pList);
\]
\[
\text{return} \quad \pi;
\]
4.4. STRONG PLANNING ALGORITHM

The function $StrongPlanning$ accepts a planning domain $D$, a set of domain initial states $I$, and a goal list $gList$, and returns a plan $\pi$, if one exists, or $\bot$. Essentially, the function $Planning$ checks if plans computed by $BuildStrongPlan$ for all goals in the list $gList$ are enough to cover the initial states $I$. If yes, then a plan $\pi$ is extracted and returned. Otherwise, $\bot$ is returned. The function $extractPlan$ is shown on Listing 4.2 builds a plan by merging the state-action tables in $pList$ in a suitable way. More precisely, it guarantees that a state-action pair from $pList[i]$ is added to $\pi$ only if this state is not managed by a plan for a “better” goal: $\langle s, a \rangle \in \pi$ only if $\langle s, a \rangle \in pList[i]$ for some $i$, and $s \notin StatesOf(pList[j]) \cup gList[j]$ for all $j < i$.

function $extractPlan( gList, pList )$

\[
\pi = \emptyset;
\]

for ( int $i = 0; i < |gList|; i++$ ) do

  foreach $\langle s, a \rangle : \langle s, a \rangle \in pList[i]$ do

    if $s \notin StatesOf(\pi)$ then $\pi := \pi \cup \langle s, a \rangle$;

  end;

end;

return $\pi$;
end;

Listing 4.2: extractPlan function

The following theorems state the termination, soundness and completeness of the proposed algorithm.

**Theorem 3 (Termination).** Function $StrongPlanning(D, I, gList)$ always terminates.
Proof. There are two possible causes of non-termination in the proposed algorithm:

- ”while” loop in function StrongPlan at lines 03-08. During the iteration the variable SA can not be reduced (line 07). If it is not changed at line 07 then the guardian condition of the loop (oldSA \( \neq \) SA) becomes true and it terminates. Therefore, the permanent increasing of SA is the only one possibility for non-termination. But this is not possible, because the set of domain states and domain actions is finite, and so, the loop will eventually terminate.

- ”while” loop in function BuildStrongPlan at lines 07-21. This loop can be infinite only if condition at line 13 becomes true infinitely often. But, as in previous case, the variable SA can not be reduced (line 12) and it can not be increased infinitely. Therefore, eventually the condition at line 13 will become permanently false and the loop will terminate.

\[\square\]

**Theorem 4 (Completeness).** If \( \text{StrongPlanning}(D, I, gList) = \perp \), then planning problem \( \langle D, I, gList \rangle \) admits no strong solutions according to Definition 16.

Proof. Let \( P = \langle D, I, \langle g_1, \ldots, g_n \rangle \rangle \) be an arbitrary planning problem with preferences. We prove this theorem by contradiction.

Assume that \( \text{StrongPlanning}(D, I, gList) = \perp \) and there is a plan \( \pi \) which is a strong solution for the goal \( g' = \bigvee_{1 \leq i \leq n} g_i \). It means that there is a state \( s_1 \in I \) such that \( s_1 \in \text{StatesOf}(\pi) \) and \( s_1 \notin \bigcup_{1 \leq j \leq n} (\text{StatesOf}(\pi_j) \cup g_j) \). We denote as \( \langle s_1, a_1 \rangle \) a state-action pair from \( \pi \) defined for state \( s_1 \). Since \( s_1 \) was added to no one of sub-plans \( \pi_i \), there is a state \( s_2 \) such
that $s_2 \in \text{Exec}(s_1, a_1)$ and $s_2 \notin \bigcup_{1 \leq j \leq n} (\text{StatesOf}(\pi_j) \cup g_j)$. Otherwise, if $\forall s : s \in \text{Exec}(s_1, a_1) \Rightarrow \exists \pi_i : s \in \text{StatesOf}(\pi_i)$, then the state $s_1$ would be definitely added to some of sub-plans $\langle \pi_1, \ldots, \pi_n \rangle$ according to the definition of \textit{StrongPlanning}. We denote as $\langle s_2, a_2 \rangle$ a state-action pair from $\pi$ defined for state $s_2$.

We apply the same reasoning to the state $s_2$ and prove that there is a state $s_3$ such that $s_3 \in \text{Exec}(s_2, a_2)$ and $s_3 \notin \bigcup_{1 \leq j \leq n} (\text{StatesOf}(\pi_j) \cup g_j)$. Continuing this process we build an infinite execution path for the plan $\pi$ where each passed state $s_i$ holds property $s_i \notin \bigcup_{1 \leq j \leq n} (\text{StatesOf}(\pi_j) \cup g_j)$. But, this is a contradiction to the definition of the strong solution that states that any possible execution path has a bounded length. Therefore, our base assumption that there is a state $s_1 \in I$ such that $s_1 \in \text{StatesOf}(\pi)$ and $s_1 \notin \bigcup_{1 \leq j \leq n} (\text{StatesOf}(\pi_j) \cup g_j)$ is false. Hence, if there is at least one strong solution $\pi$ then $\forall s : s \in I \Rightarrow s \in \bigcup_{1 \leq j \leq n} (\text{StatesOf}(\pi_j) \cup g_j)$, and therefore $\text{StrongPlanning}(D, I, gList) \neq \bot$.

\textbf{Theorem 5 (Soundness).} If $\text{StrongPlanning}(D, I, gList) = \pi \neq \bot$, then $\pi$ is an optimal strong plan for the problem $\langle D, I, gList \rangle$, according to Definition 20.

\textit{Proof.} $\pi$ is a strong plan for the goal $g_{\text{total}} = \bigvee_{1 \leq i \leq n} g_i$ according to its construction. Indeed, $\pi$ does not have cycles and it always terminates in a state from $g_{\text{total}}$.

We prove that $\pi$ is an optimal plan by contradiction. Assume that $\pi$ is not an optimal plan. It means that there is another plan $\pi'$ which is an optimal one and it is better than $\pi$ in some state $s$. Let $\text{pref}(\pi', s)^{\text{best}} = i$ and $\text{pref}(\pi', s)^{\text{worst}} = j$. Thus $\pi'$ is a strong plan from the state $s$ to goal states $g' = \bigvee_{i \leq k \leq j} g_k$ and, at the same time, it is a weak plan for $g_i$. Building a state-action table $\pi_i$ for the sub-goal $g_i$ we perform a weakening using
strong pre-image computation for $g'$ and merge obtained pre-image with a weak pre-image for $g_i$. Hence, we find all possible states from which there exists a strong plan for the goal $g'$ which is, at the same time, a weak plan for $g_i$. Therefore, the algorithm guarantees that the state-action table for $g_i$ is a strong solution for $g'$ from $s$ and a weak for $g_i$ from $s$. It means that the resulting plan $\pi$ is also a strong solution for the $g'$ and weak for $g_i$. Hence, $\text{pref}(\pi, s)_{\text{best}} = i$ and $\text{pref}(\pi, s)_{\text{worst}} = j$. But it means that $\pi \simeq_s \pi'$. We got a contradiction with our assumption that $\pi' \prec_s \pi$.

4.5 Strong Cyclic Planning with Preferences

In this section we extend the problem of planning with preferences to support strong cyclic plans. The main difference is that resulting plans can cause infinite execution paths, i.e. the plan execution structure can have loops. But we require that any infinite plan execution path always has a chance to terminate, i.e. we do not allow for loops that once entered have no chance to reach the goal. The definition of the planning problem with preferences is the same as it was proposed in Definition 16. The definition of the strong cyclic solution is follows.

**Definition 21 (Strong Cyclic Solution).**

A plan $\pi$ is a strong cyclic solution for the planning problem $P = \langle D, I, \{g_1, \ldots, g_n\} \rangle$ if it is a strong cyclic solution to the planning problem $\langle D, I, \bigvee_{1 \leq i \leq n} g_i \rangle$.

Comparing the quality of strong cyclic solutions we can eliminate from considering the infinite execution paths, and therefore we can apply the same approach to distinguish an optimal strong cyclic plan as were proposed in Definition 19 and Definition 20.

We remark that in the definition of the plans ordering we do not distinguish plans from different classes. For instance as an alternative, we
could add an additional rule that two plans $\pi$ and $\pi'$ with equal preference characteristics, $\text{pref}(\pi)_\text{best} = \text{pref}(\pi')_\text{best}$ and $\text{pref}(\pi)_\text{worst} = \text{pref}(\pi')_\text{worst}$, can be strongly ordered if one of them contains loops, but another one does not. But the process of planning for these plan classes is very different, and it is usually implemented as two different planning algorithms. Therefore, the planning process usually consists of two steps: (i) on the first step we build the optimal strong plan; (ii) on the second step we build the optimal strong cyclic plan and check whether the $\text{pref}(\pi)_\text{best}$ and $\text{pref}(\pi)_\text{worst}$ has been improved in respect to the strong plan. After that we can make a decision what kind of plan is more preferable according to the given problem.

### 4.6 Strong Cyclic Planning Algorithm

The key idea of the strong cyclic planning with preferences is similar to the strong planning technique proposed in the previous section. We again build a state-action table $\pi_i$ for each goal $g_i \in \mathcal{G}_{\text{list}}$, and then merge them to the resulting state-action table $\pi$. We remark that proposed strong planning algorithm for building of $\pi_i$ consists of two major steps:

- Incremental extension of the $\pi_i$ by performing the strong planning search process until the fixed point is reached.
- Extension of $\pi_i$ by performing weakening process.

The planner performs these two steps cyclically until the point where $\pi_i$ can not be extended neither by strong planning nor by weakening.

The strong cyclic algorithm is based on the same schema, but the process of strong cyclic weakening is different. The next example gives an intuition of the strong cyclic algorithm.

**Example 10.** Suppose we have the domain depicted on Figure 4.6 and the planning problem with preferences where $\mathcal{G}_{\text{list}} = \langle g_1, g_2 \rangle$ and $\mathcal{I} = \{s_{\text{init}}\}$.
As in the case of strong planning, we start from building of the plan for the less preferable goal $g_2$. In fact, $\pi_2$ is a strong cyclic plan for the goal $g_2$. This is motivated by the same reason as for strong planning, i.e. the resulting plan has to guarantee that at least one goal from the list has to be reached in spite of nondeterminism. Let’s discuss in details the process of construction of $\pi_1$.

We start from assumption that $\pi_1 = \emptyset$ and cyclically perform next steps until the fixed point is reached.

1. We compute the next extension of $\pi_1$ as a strong plan for $g_1 \lor \text{StatesOf}(\pi_1)$. The result of this step $\pi_1'$ is depicted on Figure 4.6.

2. We perform a strong cyclic weakening process with respect to the goal $g_1$. The weakening state-action pair has to satisfy following criteria:
   - This state-action pair has to be at least a weak one with respect to the goal $g_1 \lor \text{StatesOf}(\pi_1)$.
   - This state-action pair has to lead to states from which the goal $g_1$ can be reached strong cyclically.
4.6. STRONG CYCLIC PLANNING ALGORITHM

Let \((s, a)\) be a candidate state-action pair for a weakening. To check satisfiability of the second criterion we need to check whether there is a strong cyclic plan to \(g_1\) from each possible outcome state of the execution of \((s, a)\). The only possibility to do this is to build in advance a state-action table that contains all possible strong cyclic plans for the goal \(g_1\). This can be done using the strong cyclic algorithm described in Section 3.4. Concerning our example domain, there are two actions satisfying the first criterion: \(\langle s_{init}, a_1 \rangle\) and \(\langle s_{init}, a_2 \rangle\), but both of them do not satisfy the second criterion because there is no strong cyclic plan to \(g_1\) from \(s_2\) or \(s_3\).

3. We perform a strong cyclic weakening process with respect to the goal \(g_1 \lor g_2\). The weakening state-action pair has to satisfy following criteria:

- This state-action pair has to be at least a weak one with respect to the goal \(g_1 \lor \text{StatesOf}(\pi_1)\).
- This state-action pair has to be at least a weak one with respect to the goal \(g_2 \lor \text{StatesOf}(\pi_2)\).
- This state-action pair has to lead to states from which the goal \(g_1 \lor g_2\) can be reached strongly cyclically.

As on the previous step, to satisfy the third criterion we need to build in advance a state-action table that contains all possible strong cyclic plans for the goal \(g_1 \lor g_2\). It is easy to see that only state-action pair \(\langle s_{init}, a_1 \rangle\) satisfies all three criteria, therefore we can add it to \(\pi_1\). Since, the weakening is successful we have to start the plan search process from the first step.

In this very simple example we reach the fixed point after the first execution of described above steps. The obtained plan \(\pi_1\) is following:
The key element of the proposed approach is a weakening process. Whenever we build a plan \( \pi_i \) for the goal \( g_i \in \mathcal{G}_{list} = \langle g_1, g_2, \ldots, g_n \rangle \) we first start weakening with respect to the goal \( g_i \), if it is not successful we perform weakening with respect to the goal \( g_i \lor g_{i+1} \), and etc., the last possible goal for weakening is \( g_i \lor g_{i+1} \lor \cdots \lor g_n \). Moreover, the state-action pair can be used for weakening with respect to the goal \( g_i \lor \cdots \lor g_j \) only if it guarantees that the goal \( g_i \lor \cdots \lor g_j \) is reachable strong cyclically from all its outcomes in spite of nondeterminism. Therefore, we need to build in advance a set of temporal helper state-action tables \( \pi_{i,i}^{all}, \pi_{i,i+1}^{all}, \ldots, \pi_{i,n}^{all} \), where \( \pi_{i,j}^{all} \) contains all possible strong cyclic plans for the goal \( g_i \lor g_{i+1} \lor \cdots \lor g_j \) and can be constructed using the algorithm described in Section 3.4. Hence, the state-action pair \( \langle s, a \rangle \) can be used for weakening with respect to the goal \( g_i \lor \cdots \lor g_j \) only if \( \langle s, a \rangle \in \pi_{i,j}^{all} \).

The top level planning function for strong cyclic planning with preferences is shown on Listing 4.3.

The function \textit{StrongCyclicPlanning} accepts a planning domain \( \mathcal{D} \), a set of domain initial states \( I \), and a goal list \( gList \), and returns a strong cyclic plan \( \pi \), if one exists, or \( \bot \). This function is identical to the one for strong planning with only one difference: it uses the function \textit{BuildStrongCyclicPlan} to compute the plan \( \pi_i \) for each goal from the list. This function is depicted on Listing 4.4.

The construction of \( \pi_i \) for each goal from the list is done in two steps:

1. We build a list of temporal state-action tables \( helperList \) using function \textit{HelperFullStrongCyclicPlans} depicted on Listing 4.5 as follows:
   
   \begin{itemize}
   \item \( helperList[j] = \emptyset \), if \( j < i \),
   \end{itemize}

\[\begin{array}{|c|c|}
\hline
\text{state} & \text{action} \\
\hline
s_{init} & a_1 \\
\hline
s_1 & a_4 \\
\hline
\end{array}\]
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\textbf{function} StrongCyclicPlanning(D, I, gList);
    pList := BuildStrongCyclicPlan(D, gList);
    if I \in \bigcup_{1 \leq i \leq |gList|} (StatesOf(pList[i]) \cup gList[j])
        \pi = extractPlan(gList, pList);
        \textbf{return} \pi;
    else
        \textbf{return} \bot;
    fi;
end;

Listing 4.3: Strong cyclic planning with preferences

\textbf{function} BuildStrongCyclicPlan(D, gList);
    \textbf{for} (int i=0; i < |gList|; i++) \textbf{do}
        pList[i] = \emptyset;
        helperList := HelperFullStrongCyclicPlans(D, gList, pList, index);
        OptimalCstrongCyclicPlan(univSA, gList, helperList, index);
    \textbf{end};
    \textbf{return} pList;
end;

Listing 4.4: The construction of the state-action table \( \pi_i \) for each goal \( g_i \)

- helperList\([j] = \pi_{i,j}^{all} \), if \( j \geq i \).

where \( \pi_{i,j}^{all} \) is a state-action table, which contains all possible strong cyclic plans for a goal \( \{g_i \cup ... \cup g_n\} \). It is built using the strong cyclic algorithm described in Section 3.4.

2. Finally, we build \( \pi_i \) using function OptimalStrongCyclicPlan shown on Listing 4.5. In this function we cyclically perform following steps:

- We extend the \( \pi_i \) using strong planning algorithm described in Section 3.3
- Weakening using the ideas proposed in Example 10.
The following theorems state the termination, soundness and completeness of the proposed algorithm for strong cyclic planning with preferences.

**Theorem 6 (Termination).** Function \( \text{StrongCyclicPlanning}(D, I, gList) \) always terminates.

*Proof.* The proof is identical to the proof of Theorem 3.  

**Theorem 7 (Completeness).** If \( \text{StrongCyclicPlanning}(D, I, gList) = \bot \), then the planning problem \( \langle D, I, gList \rangle \) admits no strong cyclic solutions according to Definition 21.

*Proof.* Let \( P = \langle D, I, \langle g_1, \ldots, g_n \rangle \rangle \) be an arbitrary planning problem with preferences. We prove this theorem by contradiction. Assume that \( \text{StrongCyclicPlanning}(D, I, gList) = \bot \) and there is a plan \( \pi \) which is a strong cyclic solution for the goal \( g' = \bigvee_{1 \leq i \leq n} g_i \). It means that there is a state \( s_1 \in I \) such that \( s_1 \in \text{StatesOf}(\pi) \) and \( s_1 \notin \bigcup_{1 \leq j \leq n} (\text{StatesOf}(\pi_j) \cup g_j) \). Let \( g_m \) be the most preferable goal which can be reached from \( s_1 \) according to the plan \( \pi \). Let \( \langle s_1, a_1 \rangle \) be a state-action pair from \( \pi \) defined for the state \( s_1 \).

Since \( s_1 \notin \text{StatesOf}(\pi_m) \), all possible outcomes of execution \( \langle s_1, a_1 \rangle \) are neither in \( \pi_m \) nor in \( g_m \), i.e. \( \forall s : s \in \text{Exec}(s_1, a_1) \Rightarrow s \notin (\text{StatesOf}(\pi_m) \cup g_m) \). According to the definition of the strong cyclic plan, each execution path has a chance to terminate in a goal state, i.e. there is at least one state \( s_2 : s_2 \in \text{Exec}(s_1, a_1) \) such that \( s_2 \) is different from \( s_1 \) and there is an execution path from \( s_2 \) to \( g_m \) which does not pass through \( s_1 \). Let \( \langle s_2, a_2 \rangle \) be a state-action pair from \( \pi \) defined for the state \( s_2 \).

We apply the same reasoning to the state \( s_2 \) and prove that there is a state \( s_3 \) such that \( s_3 \in \text{Exec}(s_2, a_2) \), \( s_3 \) is different from \( s_2 \) and \( s_1 \), and \( s_3 \notin (\text{StatesOf}(\pi_m) \cup g_m) \). Continuing this process we build an infinite set of different states such that each state \( s \) holds property:
s ∉ (π_m ∪ g_m). But this is impossible because the planning domain can contain finite number of states. Therefore, s_1 is definitely in π_m. It means that if there is at least one strong cyclic solution for the goal g' then StrongCyclicPlanning(D, I, gList) ≠ ⊥.

Theorem 8 (Soundness). If StrongPlanning(D, I, gList) = π ≠ ⊥, then π is an optimal plan for problem ⟨D, I, gList⟩, according to Definition 20.

Proof. The constructed plan π is a not a strong cyclic solution for the problem ⟨D, I, gList⟩ if and only if

- π has a cycle that leads to the infinite execution without possibility to reach any of goal states, or

- π can terminate in a state different from the goal states.

The first option is not possible due to the plan construction algorithm. Consider construction of arbitrary sub-plan π_i. We prove that any state-action pair from π_i always gives a chance to reach g_i. We prove this statement by induction. Let S_1, ..., S_m be a list of weak pre-images that were built for π_i construction. Let S'_1, ..., S'_m be a list of sets of state-action pairs that were added to π_i and ∀ j : S'_j ⊆ S_j.

Case j = 1: According to the algorithm ∀⟨s, a⟩ ∈ S'_1 : ⟨s, a⟩ is a weak state-action pair for the set of states described by the goal g_i. Therefore ⟨s, a⟩ always gives a chance to reach the goal states.

Case j > 0: By the inductive hypothesis, for all k < j we have ∀⟨s, a⟩ ∈ S'_k : ⟨s, a⟩ always gives a chance to terminate in goal states. But, according to the algorithm, ∀⟨s, a⟩ ∈ S'_j : ⟨s, a⟩ is a weak state-action pair for the set of states \( \bigcup_{1 \leq k \leq j} StatesOf(S'_k) \). It means that ⟨s, a⟩ always gives a chance to reach the goal states.
Now we prove that $\pi$ can not terminate in a state different from the goal states. Assume that an arbitrary sub-plan $\pi_i$ contains a state-action pair $\langle s', a' \rangle$ which can transit the domain to the state $s_0 \notin \bigvee_{1 \leq j \leq n} g_i$ and $\not\exists a_0 \in A : \langle s_0, a_0 \rangle \in \pi$. $\langle s', a' \rangle$ was added to $\pi_i$ during the weakening process, because all state-action pairs added during the strong planning process transit the domain either to the goal state $g_i$ or to $StatesOf(\pi)$. According to the algorithm, there is a strong cyclic plan containing $\langle s', a' \rangle$ for the goal $\bigvee_{i \leq j \leq n} g_i$, therefore there is a strong cyclic plan from state $s_0$ to $\bigvee_{i \leq j \leq n} g_i$. But, according to the Theorem 8, either $s_0 \in \bigvee_{1 \leq j \leq n} g_i$ or $s_0 \in StatesOf(\pi)$. We have a contradiction with the assumption $s_0 \notin \bigvee_{1 \leq j \leq n} g_i$ and $\not\exists a_0 \in A : \langle s_0, a_0 \rangle \in \pi$. \hfill $\square$
4.6. STRONG CYCLIC PLANNING ALGORITHM

function HelperFullStrongCyclicPlans(D, gList, index);
for (int i:=1; i<index; i++) do
    helperList[i] := ∅;
done;
G := ∅;
for (int i:=index; i<|gList|; i++) do
    G := G ∪ gList[i];
    helperList[i] := StrongCyclicPlanning(D, I=∅, G);
done;
return helperList;
end;

function OptimalStrongCyclicPlan(D, gList, helperList, index);
do
    pList[index] := StrongPlaning(pList[index], D, I=∅, gList[index]);
    plan_old := pList[index];
    states := gList[index] ∪ StatesOf(pList[index]);
    weakPreImg := {(s,a): Exec(s,a) ∩ StatesOf(states) ≠ ∅}
i := index;
    while (pList[index]=plan_old && i<|gList|) do
        pList[index] := pList[index] ∪ {⟨s,a⟩ ∈ weakPreImg : s ∉ pList[index] ∧ ⟨s,a⟩ ∈ helperList[i]};
        i++;
done;
    while (pList[index] ≠ plan_old);
    return pList;
end;

Listing 4.5: The construction of temporal state-action tables helperList and final building of πi
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Chapter 5

Background for Planning with Extended Goals

The aim of this section is to review basic definitions and concepts of planning with extended goals in nondeterministic domains. All of them are taken, with minor modifications, from [71] and [73]. We briefly discuss problem of planning with extended goals and give a definition of the plan for such kind of goals. In this dissertation we propose a novel language for extended goals that supports constructions from EaGLe goal language [55], therefore we give a short introduction to EaGLe. Finally, we describe a promising framework for planning with extended goals based on the control automata. In this work we re-use and extend it.

5.1 Plans for Extended Goals

Intuitively, temporally extended goals are goals that express conditions on the whole execution of plans, not just on the final states. Alternatively, they can be thought as goals that dynamically changes during execution.

The plan for such kind of goals can not be represented as a state-action table according to Definition 3, because the action depends not only on the domain state, but also on a goal that is needed to be satisfied at that
moment. Traditionally, such evolving plans are modeled through different ”states” of the plan executor, where each ”state” corresponds to a specific ”current” goal. In the following, these execution ”states” are called contexts, and plans are represented by two relations, one which defined the action to be executed depending on the current domain state and execution context, and one which defined the evolution of the execution context depending on the outcome of an action.

**Definition 22 (Plan).** A plan $\pi$ for a planning domain $D$ is a tuple $\langle C, c_0, act, ctxt \rangle$ where

- $C$ is a set of contexts,
- $c_0$ is the initial context,
- $act : S \times C \rightarrow A$ is the action function,
- $ctxt : S \times C \times S \rightarrow C$ is the context function.

If $s$ is the current domain state and $c$ is the current plan execution context, then $act(s, c)$ returns the action to be executed by the plan, while $ctxt(s, c, s')$ associates to each reached state $s'$ the new execution context. Functions $act$ and $ctxt$ may be partial, since some state-context pairs are never reached in the execution of the plan due to domain nondeterminism.

**Example 11.** Consider a simple sequential goal for the domain of Example 1 ”Move the robot from Hall to Store, and after that move to Lab”. The plan for such goal is following:
This plan defines two contexts, i.e. one context per each reachability goal. Firstly, the robot moves from Hall to Store in context $c_0$. When it reaches the "Store" the context is changed to $c_1$ and robot moves to "Lab".

We describe the possible executions of a plan with an execution structure, i.e., a Kripke Structure [39].

**Definition 23 (Execution Structure).** Let $\pi$ be a plan for a planning domain $\mathcal{D} = \langle \mathcal{P}, \mathcal{S}, \mathcal{A}, \mathcal{R} \rangle$. The execution structure induced by $\pi$ from the set of initial states $I \subseteq S$ is a tuple $K = \langle Q, T \rangle$, where $Q \subseteq S \times C$ and $T \subseteq Q \times A \times Q$ are inductively defined as follows:

1. if $s \in I$, then $\langle s, c_0 \rangle \in Q$, and
2. if $\langle s, c \rangle \in Q$, and $\exists a = act(s, c) \in \pi$, and $\exists s' \in S$ such that $\mathcal{R}(s, a, s')$, and $\exists c' = ctxt(s, c, s')$ then $\langle s', c' \rangle \in Q$ and $\langle s, c \rangle \xrightarrow{a} \langle s', c' \rangle \in T$.

A state $s \in S$ is a terminal state of $K$ in the context $c$ if there are no $\langle s', c' \rangle \in Q$, and $a \in \mathcal{A}$, such that $\langle s, c \rangle \xrightarrow{a} \langle s', c' \rangle \in T$.

**Example 12.** The Execution Structure for the plan from Example 11 is depicted on the Figure 5.1.
not express some aspects that critically important for planning. Therefore, Extended Goal Language (EaGLe) was developed [55]. It keeps benefits of temporal logics, adapts them for the planning needs, and improves them by adding new types of extended goals.

5.2 EaGLe Goal Language

Let $B$ be the set of basic propositions. The propositional formula $p$ and extended goal $g$ over $B$ are defined as follows:

$$p := \top | \bot | b | \neg p | p \land p | p \lor p$$

$$g := \text{DoReach } p \mid \text{TryReach } p \mid \text{DoMaint } p \mid \text{TryMaint } p \mid$$

$$g \text{ Then } g \mid g \text{ Fail } g \mid \text{Repeat } g \mid g \text{ And } g$$

The formal definition for each EaGLe construction can be found in [55]. We now give an informal description of this extended goal language. EaGLe language can express following classes of planning goals:

- **Reachability goals.** The goal ”DoReach $p$” requires a plan that transits the domain to the state that holds $p$ in spite of nondeterminism, i.e. it requires a *strong solution*. In comparison with CTL logic, DoReach is equivalent to AF operator. The operator TryReach requires a *weak solution* but with additional intentional aspect that the generated plan has to do ”everything possible” to archive a goal. This is very different from CTL operator EF.
- **Maintainability goals.** The goal ”*DoMaint p*” requires that all states that can be passed during the plan execution hold *p*. The construct *TryMaint* extends CTL operator *EG* by adding intentional aspects in the same way as *TryReach*.

- **Sequential goals.** The construct ”*g₁ Then g₂*” is used to define a sequence of goals.

- **Failure goals.** The operator *Fail* is used to model recovery from failure. It is extremely important in nondeterministic domains where goal failure can be detected only at execution time. *Fail* is especially useful in combination with *TryReach* and *TryMaint*. As example, we can define a goal for a coffee machine as: (TryReach ’*make coffee*’) Fail (DoReach ’*send a help request to a service center*’). This goal is interpreted as ”*Do everything possible to make coffee, but if it becomes unreachable, guarantee that a help request is sent to a service center*”. In this case, the goal DoReach ’*send a help request to a service center*’ is the recovery goal that will be satisfied only if the primary goal fails.

- **Cyclic goals.** The goal ”*Repeat g*” specifies that the goal *g* has to be satisfied cyclically until it fails.

- **Parallel goals.** The construct ”*g₁ And g₂*” requires a plan that is a solution for *g₁* and *g₂* at the same time.

Planning goals expressed in EaGLe have been successfully applied to planning problems from different application areas, such as robot navigation [55], automated Web Service composition [69] and many others. In this work we developed a new powerful language for extended goals that supports all EaGLe constructions.
5.3 Planning Framework Based on Control Automata

In previous section we noted that there is a set of approaches to express extended goals, i.e CTL or LTL formulas or specialized goal languages such as EaGLe. [71] proposed an idea of a framework for planning with extended goals based on the control automata.

The conceptual model of this planning framework is depicted on the Figure 5.2. It consists of three main components:

- **Goal to Control Automaton Converter.** It is used to transform a goal into the control automaton that encodes goal requirements. Each control state describes some intermediate sub-goal that the plan intends to achieve. The transitions between control states defines constraints on the domain states to satisfy the *source* sub-goal and to start satisfiability of the *target* sub-goal. The resulting control automaton is delegated to the CA Planner.

- **CA Planner.** It associates to each control state a set of domain states for which a plan exists for the sub-goal encoded in this control state.
We start from assumption that all domain states are compatible with all control states and iteratively remove incomparable domain states until a fixed point is reached.

- *Plan Extractor*. It considers each control state as a plan execution context and extracts the resulting plan based on the set of domain states associated to the control states.

In fact, *CA Planner* and *Plan Extractor* are independent from the goal language. The main benefit of this approach is scalability: in order to develop a new goal language we only need to extend *Goal to Control Automaton Converter*.

We now describe each step of the planning process in details.

### 5.3.1 Control Automata Construction

The automaton is used to control the plan search process performed by *CA Planner*. Nodes of the control automaton represent control states of the planner that can be passed during the search. In particular, each control state corresponds to some sub-goal that has to be resolved. Transitions between states correspond to possible evolutions of the planner state in the search process, i.e. the change of the control state indicates the change of a sub-goal that has to be resolved. Moreover, each transition has a guardian condition that indicates when the planner can transit from one state to another one.

**Definition 24** (Control Automaton). A control automaton is a tuple \( \langle C, c_0, T, RB \rangle \), where

- \( C \) is a set of control states;
- \( c_0 \) is the initial control state;
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- $T(c) = \langle t_1, t_2, \ldots, t_n \rangle$ is the ordered list of transitions from control state $c$. Each transition can be either normal, i.e. $t_i \in \mathcal{B} \times (C \times \{\circ, \bullet\})^*$, or immediate, i.e. $t_i \in \mathcal{B} \times (C \cup \{\text{succ, fail}\})$

- $RB = \langle rb_1, \ldots, rb_m \rangle$ is the list of sets of control states marked as red blocks.

Each control state represents a plan execution context according to the Definition 22. The normal transitions correspond to the action execution in the plan. Each target control state of the normal transition is marked either as $\circ$ or as $\bullet$. A domain state $s$ satisfies the normal transition guarded by proposition formula $p$ if it satisfies $p$ and there is an action $a$ from $s$ such that (i) all possible action outcomes are compatible with some of the target control states; and (ii) some of action outcomes is compatible with each target state marked by $\bullet$. The immediate transitions describe internal changes in the plan execution and cause only the change of the plan execution context. The red block states indicates that any plan execution path should eventually leave these control states, i.e. the plan execution can not stay forever in the red block state.

Consider a simple sequential goal from Example 11 "Move the robot from Hall to Store, and after that move to Lab". In EaGLe it can be defined as "(TryReach 'the robot is in Store') Then (DoReach 'the robot is in Hall')". The initial state is "the robot is in Hall". We proposed TryReach operator for the first reachability goal because we showed in Example 3 that the strong version of this goal (i.e. DoReach) can not be resolved. We now give an intuition of the construction process of control automata based on this simple goal.

All EaGLe operators can be divided in two groups:

- Atomic operators do not contain another operators inside. This is the case for DoReach, TryReach, DoMaint, and TryMaint.
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Figure 5.3: Control automata for DoReach, TryReach, and Then operators

- **Compositional operators** compose another operators. This is the case for Then, Fail, Repeat, and And.

Any EaGLe goal can be represented as a hierarchical tree-like structure where leaf-nodes are atomic operators and other nodes are compositional operators. To build the control automaton for the goal we first build automata for each atomic operator and then iteratively build automata for compositional operators until the automaton for the root operator is constructed.

Therefore, to build the control automaton for the example goal we need to build the automata for goals TryReach ‘the robot is in Store’ and DoReach ‘the robot is in Hall’, and after that compose these two automata to express Then operator. The graphical interpretation of automata for DoReach, TryReach, and Then is shown on Figure 5.3.

DoReach and TryReach automata consist of two states: $c_0$ (initial control state) and $c_1$ (reachability red block state). There are two transitions outgoing from the red block state $c_1$ in DoReach automaton. The order between this transitions is depicted by the small array from on transition to another one. The first transition is guarded by condition $p$. It is
a success transition that corresponds to the domain states where \( p \) holds. This transition is \textit{immediate} because our goal task immediately becomes satisfied whenever the domain appears in the state where \( p \) holds. The second transition is guarded by condition \( \neg p \). It represents the case where \( p \) does not hold in the current state, and therefore, in order to achieve goal \textbf{DoReach} \( p \), we have to assure that the goal can be achieved in all the next states. This transition is a \textit{normal} since it requires the execution of an action in the plan. \textbf{TryReach} differs from \textbf{DoReach} only in definition of the transition from \( c_1 \) guarded by condition \( \neg p \). In this case we do not require that goal \textbf{TryReach} \( p \) holds for all next states, but only for some of them. Therefore, the transition has two possible targets, namely control states \( c_1 \) (corresponding to the next states were we expect to achieve \textbf{TryReach} \( p \)) and \( c_0 \) (for the other next states). The semantics of goal \textbf{TryReach} \( p \) requires that there should be always at least one next state that satisfies \textbf{TryReach} \( p \); that is, target \( c_1 \) of the transition is marked by \( \bullet \) in the control automaton. This non-emptiness requirement is represented in the diagram with the \( \bullet \) on the arrow leading back to \( c_1 \). The preferred transition from control state \( c_0 \) is the one that leads to \( c_1 \). This ensures that the algorithm will try to achieve goal \textbf{TryReach} \( p \) whenever possible.

In case of \textbf{Then} operator, all successful transitions of the automaton for the first sub-goal \( g_1 \) leads to the initial state of the automata for the second sub-goal \( g_2 \). All successful transitions of the automaton for \( g_2 \) leads to the successful state for the top goal \( g_1 \textbf{Then} g_2 \). Finally, all failure transitions either for \( g_1 \) or for \( g_2 \) falsify the top goal \( g_1 \textbf{Then} g_2 \).

Now we are ready to build a control automaton for the example goal ”\textbf{(TryReach} ’the robot is in Store’) \textbf{Then} (\textbf{DoReach} ’the robot is in Hall’)”. It is shown on Figure 5.4.

The formal definition of the control automata construction process for all kinds of goals expressed in EaGLe can be found in [55].
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Figure 5.4: Control automaton for the example goal 

\((\textbf{TryReach} \ '\text{the robot is in Store}') \ \textbf{Then} \ (\textbf{DoReach} \ '\text{the robot is in Hall}')\)”. The proposition formula \(p\) encodes ‘the robot is in Store’ and propositional formula \(q\) encodes ‘the robot is in Hall’

5.3.2 Plan Search Process

Once the control automaton for a planning goal is built, \(CA\) planner searches for the plan by associating to each its state a set of domain states. The listing of the planning algorithm is depicted on the Figure 5.5.

- Line 02: The algorithm starts with an optimistic association that assigns all domain states to the each automaton context

- Line 03: The state ”fail” represents a goal failure, therefore we assign an empty assignment to this state.

- Lines 04-05: All control states are grouped by blocks, i.e. the set of red blocks is extended by one more block called ”green block” that groups non-red block states.

- Lines 06-11: The algorithm iteratively refines the associations for each block of control states until a fix-point is reached, i.e. the function need-refinement\((B)\) evaluates to false for the each automaton context.

- Line 07: If a block has to be refined then all red block states from this block change its associations to the empty set. It is motivated by the
01 function planning(D, CA) : assoc
02     foreach c ∈ CA.C do assoc[c] := T;
03     assoc[CA.fail] := ⊥;
04     green−block := \{c ∈ C : ∀B ∈ CA.RB . c /∈ B\};
05     blocks := C.RB ∪ \{green−block\};
06     while (∃B ∈ blocks . need−refinement(B)) do
07         if B ∈ CA.RB then foreach c ∈ B do assoc[c] := ∅;
08             while (∃c ∈ B : need−update(c)) do
09                 assoc[c] := update−ctxt(CA, assoc, c);
10         end;
11     end;
12     return assoc;
13 end;

Figure 5.5: The planning algorithm for a goal represented by a control automaton

fact that we require that any red block context has to be eventually left.

• Lines 08-10: The algorithm iteratively refines the associations for each state from the given block until a fix-point is reached, i.e. the function need-update(c) evaluates to false for each context form the given block.

• Line 12: The resulting association contains all information about the plan.

The core element of the algorithm is a refinement function update-ctxt(CA, assoc, c). It takes in input the automaton CA, the current association of domain states assoc, a context that has to be refined c ∈ CA.C, and returns the new set of domain states to be associated to c. This function is defined as follows:

\[
update-ctxt(CA, assoc, c) = \{q : ∃t ∈ CA.T(c).q ∈ trans-assoc(t, assoc)\}
\]
It means that a new association \( q \) for the domain state \( c \) satisfies the condition of some transition \( t \) outgoing from this automaton state \( c \). If \( t = (p, c') \) is an immediate transition, then:

\[
\text{trans-assoc}(t, \text{assoc}) = \{ q : q \models p \land q \in \text{assoc}[c'] \}
\]

According to this definition, we require that a new association \( q \) satisfies property \( p \) and it is compatible with association of the target transition context \( c' \). If the transition \( t = (p, ((c'_1, k'_1), \ldots, (c'_n, k'_n))) \) is a normal transition, then:

\[
\text{trans-assoc}(t, \text{assoc}) = \\
\{ q : q \models p \land \exists a \in \text{Act}(q). (q, a) \in \text{gen-pre-image}((c'_1, k'_1), \ldots, (c'_n, k'_n)) \}
\]

where:

\[
\text{gen-pre-image}((c'_1, k'_1), \ldots, (c'_n, k'_n)) = \{ (q, a) : \\
\text{Exec}(q, a) \subseteq (\text{assoc}[c'_1] \cup \cdots \cup \text{assoc}[c'_n]) \land \\
\forall k_i' : (\not\emptyset) \not\subseteq (\text{Exec}(q, a) \cap \text{assoc}[c'_i]) \}
\]

It means that we require that normal transition also satisfy the guardian property \( p \). Moreover, the association consists of the domain state where some action \( a \) can be executed such that all action outcomes satisfy following conditions:

- Any action outcome is compatible with an association of some of the transition target control states
- Some of action outcomes is compatible with an association of each transition target control state marked by \( \bullet \)

These two conditions are motivated by the following requirement: a state-action pair \((q, a)\) appears in \( \text{gen-pre-image} \) only if all possible action outcomes do not break the plan execution process, i.e. the plan stays in one of
the target contexts for given transition, and for each obligatory target transition context (marked by ●) there is an action outcome that is compatible with this target transition context.

Concerning the algorithm functions need-refinement and need-update, we note that at the beginning of the algorithm all states have to be marked as ”need-update”. Moreover, each time when the association for some state \( c \) is changed then all states that have at least one transition leading to \( c \) have to be updated. Finally, a block of states has to be refined if it contains at least one state that has to be updated.

### 5.3.3 Plan Extraction

Once the plan search process is terminated by reaching a fix-point, a plan can be extracted from the domain states associated to the each state of the control automaton. We now give an intuition for the Plan Extractor algorithm.

To check that the plan has been found, we need to check whether all initial states of the planning problem are associated to the initial state of the control automaton. If this is true the plan exists, otherwise the plan does not exist. The information necessary to define plan functions \( \text{act} \) and \( \text{ctxt} \) are implicitly computed during the plan search process. Indeed, function \( \text{update-ctxt} \) determines the action \( \text{act}(q, c) \) to be performed from a given state \( q \) in a given context \( c \), and the next plan context \( \text{ctxt}(q, c, q') \) for any possible next state \( q' \). The preference order among the transitions associated to each control state is exploited in this phase, in order to guarantee that the resulting plan satisfies the plan in the best possible way. Therefore, the plan can be obtained from a given assignment by executing one more step of the refinement function and to collect these information.
Chapter 6

Fusing Procedural and Declarative Goals

In this chapter, we propose a novel language for expressing temporally extended goals for planning in nondeterministic domains. The key feature of this language is that it allows for an arbitrary combination of declarative goals expressed in temporal logic and procedural goals expressed as plan fragments. We provide a formal definition of the language and its semantics, and we propose an approach to planning with this language in nondeterministic domains.

6.1 Motivation and Problem Definition

In most planning approaches, goals and plans are different objects: goals are declarative requirements on what has to be achieved, and plans are procedural specification on how to achieve goals. This is the case of classical planning, where goals are conditions on states to be reached and plans specify sequences of actions. This is also the case of more expressive and complex settings, such as planning with temporally extended goals in nondeterministic domains, where goals are, e.g., formulas in a temporal logic, and plans are, e.g., policies or conditional and iterative combinations of
actions, see, e.g., [49, 74, 55, 51].

However, it is often important to have the possibility to combine declarative goals and procedural plans, and this is especially useful for planning in nondeterministic domains for temporally extended goals. Indeed, in nondeterministic domains, it is often useful to specify partial plans, i.e. plans of actions to be executed only for a subset of the possible outcomes of the plan execution, while we might need to specify declarative goals to be achieved when uncovered states are reached. For instance, we can specify directly nominal plans that are interleaved with declarative conditions to be satisfied in case of failure. Vice versa, we can interleave a declarative goal specification with procedures to be executed as exception handling routines that recover from dangerous failures. In the case of temporally extended goals, parts of the goals can be better specified directly as procedures to be executed than as temporal formulas to be satisfied. For instance, a goal for a robot that has to visit periodically some locations in a building, can be easily specified as a procedural iteration interleaved with a declarative specification of the states to be reached, rather than as a temporal formula with nested maintenance and reachability conditions.

The mostly wide spread classes of temporally extended goals are sequential goal, where a goal is defined as a sequence of subgoals that have to be satisfied one by one, and conditional goals, where the next goal to satisfy is selected in respect to the guardian condition. As example, in order to deliver the box from the room A to the room B in a robot navigation domain we can specify the following goal: ”Reach the room A; if there is a box then deliver it to the room B, otherwise, return to the initial position”. It is a natural way to express such goals using procedural operators instead of a complex declarative formula. Moreover, there are some classes of temporally extended goals which either can not be expressed declaratively or can be expressed with a serious limitations, i.e. recovery goals
which define an alternative goal that need to be satisfied if the main goal becomes unreachable due to nondeterminism, or cyclic goals which define a goal that has to be satisfied cyclically while the guardian condition is true.

The declarative goals deal with domain states only and can not operate with domain actions. Therefore, there is no possibility to use previously generated or manually written plans in definition of the new goals. Even if the human domain experts have a clear idea about some steps that have to be in the plan, they can not express this knowledge in the goal. But it can be easily done with aid of procedural constructions typical for a plan definition. Hence, fusing declarative and procedural approach not only increases expressiveness of the goal language, but it also increases its usability and scalability. Moreover, using a procedural approach in the goal definition gives a possibility to help the planner in reasoning by dividing a complex goal into smaller ones and resolving them separately. In many cases a planning problem have more than one solution, and there is no universal utility function to estimate plans quality to choose the best one. The last decision is made by the human domain expert. Therefore, the possibility to write manually some critical parts of the plan and use them in the goal definition helps to get a more preferable plan.

To solve all challenges mentioned above we need to develop a novel goal language for expressing temporally extended goals for planning in nondeterministic domains. This language has to allow for an arbitrary combination of declarative goals expressed in temporal logic and procedural goals expressed as plan fragments. We also need to develop a planning framework which generates plans for the goals defined in the new goal language.
6.2 Extended Goal Language

The basic assumption for the new goal language is that it has to support a declarative definition of the temporally extended goals. In this work, we support CTL goals proposed in [74] and EAGLE goals as defined in [55]. To realize the possibility to embed the fragments of the plans in the goal definition we include in the new language constructions typical for the plan definition, i.e. primitive action call, sequence, conditional, cyclic, and check-point operators. Other goal constructs cover such important aspects of the temporally extended goals as failure recovery and search control policies. We define the new language as follows.

**Definition 25 (Extended Goal Language).** Let $B$ be the set of basic propositions and $(p \in \mathcal{P})$ be a propositional formula over $B$. Let $A$ be the set of actions, and $G$ be the set of temporally extended goals. The extended goal tasks ($t \in \mathcal{T}$ over $A$ and $G$ are defined as follows:

<table>
<thead>
<tr>
<th>Construction</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>goal $g$</td>
<td>temporally extended goal</td>
</tr>
<tr>
<td>doAction $a$</td>
<td>primitive action call</td>
</tr>
<tr>
<td>$t_1; t_2$</td>
<td>sequences</td>
</tr>
<tr>
<td>if $p$ do $t_1$ else $t_2$ end</td>
<td>conditionals</td>
</tr>
<tr>
<td>while $p$ do $t_1$ end</td>
<td>cycles</td>
</tr>
<tr>
<td>check $p$</td>
<td>check-point</td>
</tr>
<tr>
<td>try $t_0$ catch $p_1$ do $t_1$ end</td>
<td>failure recovery</td>
</tr>
<tr>
<td>policy $f$ do $t_1$ end</td>
<td>search control policy</td>
</tr>
</tbody>
</table>

We now provide intuition and detailed description for each construction of the language.
6.2.1 Temporally extended goal

The language includes temporally extended CTL goals proposed in [74] and EAGLE goals described in Section 5.2. To define such kind of goals we provide operator \texttt{goal} \, \texttt{g}, where \texttt{g} is a temporally extended goal.

6.2.2 Primitive action call

The primitive action call operator is a basic operator in the plan definition, therefore it is critical to support such construction in the goal language. The wise usage of primitive actions can eliminate critical branching points in the plan search and dramatically improve the planning time. The key idea for the goal optimization is to eliminate planning if it is not needed. If we require or know in advance that goal ”Put down the box” has to be satisfied by only one primitive action then we can put it in the goal definition: \texttt{doAction put_down_box}.

6.2.3 Goal sequence

The sequence of goals is used to support plan fragments in the goal. The simplest example is a sequence of primitive action calls. But the sequence operator is a powerful pattern to manage the planning process and to increase the resulting plan quality. One of the most intuitive and effective idea for plan search improvements is to split a complex goal into a sequence of more simple goals. For example, a goal ”Deliver box from room A to room B” can be redefined as sequence ”Reach the room A; Find the box; Take the box; Reach the room B; Put down the box”. Goals ”Reach the room A” and ”Find the box” can be resolved independently, as they require different search strategies (pathfinding and scanning), therefore the right goal split in a sequences can significantly reduce planning search space.
6.2.4 **Conditional operator**

The conditional goal **if-else** provides the possibility to switch between different goals based on the reached domain state.

6.2.5 **Cyclic operator**

We often need to define a cyclic goal which has to be performed until some condition is true. This is the case for instance for the goal "*While there exists a box in the room A pick up any box and deliver it to the room B*". In such case we can add some search knowledge information about the fact that boxes have to be delivered one by one. Hence, the goal can be defined as "*while (the room A is not empty) do DoReach 'the robot loaded a box in A'; DoReach 'the robot is in B'; doAction 'unload the robot' end* ."

6.2.6 **Check-point**

The goal **check** checks whether the current domain state is allowed according the the check-point condition. For example, if we have a goal "*t_1; check (p)*" it means that we require a plan which satisfies \( t_1 \) in such way that guaranties that finally the domain has to be in the state \( p \). The most intuitive reason to use check-point is to check the correctness of the plan fragment in the goal definition.

6.2.7 **Failure recovery**

Construction **try-catch** is used to model recovery from failure due to domain nondeterminism. This operator is very different from classical disjunction "*satisfy goal \( t_1 \) or \( t_2 \)*". It captures intentional aspects of the goal satisfiability, i.e. does everything that is possible to achieve goal task \( t_1 \) and only if it becomes truly unreachable then satisfies \( t_2 \). Moreover, for
one try we can define many catch blocks to specify different recovery goal tasks for different failure conditions.

6.2.8 Search control policy

The last construction of proposed language is policy which can be defined for any goal task \( t \). The policy is a formula on current states, actions, and next states (operator next ). Intuitively, policy is an additional restriction to the domain transition function, which defines relation between the current and next domain states. Therefore we allow for usage of actions in the policy definitions to make them simpler and readable. For example, for a goal task ”Reach room A” we can define a policy ”(next (position) \(!=\) position) \(\lor\) action=look-around”. It means that we restrict planner to consider only actions which change robot position or particular action named look-around, and therefore reduce the search space. Effectiveness of the policies increases if we associate them to simple sub-goals of a complex goals. The reason is that simpler goals can be restricted by stronger policies.

6.3 Formal Model

We now provide a formal semantics for the proposed language. In order to formalize whether the plan \( \pi \) satisfy the goal task \( t \) we assign to each domain state \( s \) of the plan execution structure two sets: \( S_\pi^t(s) \) and \( F_\pi^t(s) \). They represent finite plan execution paths which satisfy or falsify the goal task \( t \) from the state \( s \) following the plan \( \pi \). Hence, the plan satisfies the goal task \( t \) if there is no execution path which leads the domain to the failure state.

Definition 26. A plan \( \pi \) satisfies a goal task \( t \) in a state \( s \) if and only if \( F_\pi^t(s) = \emptyset \).
6.3. FORMAL MODEL

We now consider all kinds of goal tasks and define $S_t^\pi(s)$ and $F_t^\pi(s)$ by induction on the structure of the goal task.

$t = \text{goal } g$ is satisfied by $\pi$ if $\pi$ satisfies the goal $g$ written either in CTL or EaGLLe goal languages.

$t = \text{doAction } a$ is satisfied by $\pi$ in state $s$ and execution context $c$ if there exists a transition from the state $\langle s, c \rangle$ guarded by action $a$ and there are no transitions guarded by others actions, otherwise it fails. Formally, $S_t^\pi(s) = \{ \sigma : \exists \langle s', c' \rangle. \sigma = \langle s, c \rangle \xrightarrow{a} \langle s', c' \rangle \}$. $F_t^\pi(s) = \{ \langle s, c \rangle \}$ if $\langle s, c \rangle$ is a terminal state of the execution structure, otherwise $F_t^\pi(s) = \{ \sigma : \exists b, \langle s', c' \rangle. \sigma = \langle s, c \rangle \xrightarrow{b} \langle s', c' \rangle \}$.

$t = t_1; t_2$ requires to satisfy first sub-goal task $t_1$ and, once $t_1$ succeeds, to satisfy next sub-goal task $t_2$. Formally, $S_t^\pi(s) = \{ \sigma = \sigma_1; \sigma_2 : \sigma_1 \in S_{t_1}^\pi(s) \land \sigma_2 \in S_{t_2}^\pi(\text{last}(\sigma_1)) \}$. $F_t^\pi(s) = \{ \sigma_1 : \sigma_1 \in F_{t_1}^\pi(s) \} \cup \{ \sigma = \sigma_1; \sigma_2 : \sigma_1 \in S_{t_1}^\pi(s) \land \sigma_2 \in F_{t_2}^\pi(\text{last}(\sigma_1)) \}$

$t = \text{if } p \text{ do } t_1 \text{ else } t_2 \text{ end}$ requires to satisfy the sub-goal task $t_1$ if formula $p$ holds in the current state, or the alternative sub-goal task $t_2$ if $p$ does not hold in the current state. Formally, if $s \models p$ then $S_t^\pi(s) = S_{t_1}^\pi(s)$ and $F_t^\pi(s) = F_{t_1}^\pi(s)$. Otherwise, $S_t^\pi(s) = S_{t_2}^\pi(s)$ and $F_t^\pi(s) = F_{t_2}^\pi(s)$.

$t = \text{while } p \text{ do } t_1 \text{ end}$ requires cyclic satisfiability of the sub-goal task $t_1$ while condition $p$ holds. Moreover, it requires that the loop has to be finite. Formally, if $s \not\models p$ then $S_t^\pi(s) = \{ \langle s, c \rangle \}$ and $F_t^\pi(s) = \emptyset$. Otherwise, $S_t^\pi(s) = \{ \sigma : \text{last}(\sigma) \not\models p \land \exists \sigma_1; \ldots ; \sigma_n = \sigma. \forall i = 1..n : \text{first}(\sigma_i) \models p \land \sigma_i \in S_{t_1}^\pi(\text{first}(\sigma_i)) \}$ and $F_t^\pi(s) = \{ \sigma : \exists \sigma_1; \ldots ; \sigma_n = \sigma. \forall i = 1..n-1 : \text{first}(\sigma_i) \models p \land \sigma_i \in S_{t_1}^\pi(\text{first}(\sigma_i)) \land \sigma_n \in F_{t_1}^\pi(\text{last}(\sigma_{n-1})) \}$.

$t = \text{check } p$ requires that formula $p$ holds in the current state of the plan execution $\langle s, c \rangle$. Formally, $S_t^\pi(s) = \{ \sigma : \sigma = \langle s, c \rangle \land s \models p \}$. $F_t^\pi(s) = \{ \sigma : \sigma = \langle s, c \rangle \land s \not\models p \}$. 

$t = \text{try } t_0 \text{ catch } p_1 \text{ do } t_1 \ldots \text{ catch } p_n \text{ do } t_n \text{ end}$ requires to satisfy the ”main” sub-goal task $t_0$, but in case if $t_0$ fails, it requires to satisfy one of
the "recovery" sub-goal tasks $t_1, \ldots, t_n$ according to the domain state obtained after $t_0$ fail. Formally,

$$S_{\pi}^t(s) = \{\sigma : \sigma \in S_{t_0}^\pi(s)\} \cup \{\sigma = \sigma_0; \sigma' : \sigma_0 \in F_{t_0}^\pi(s) \land \exists i. last(\sigma_0) \models p_i \land \sigma' \in S_{t_i}^\pi(last(\sigma_0))\}$$

and

$$F_{\pi}^t(s) = \{\sigma : \sigma \in F_{t_0}^\pi(s) \land \forall i = 1..n : last(\sigma) \not\models p_i\} \cup \{\sigma = \sigma_0; \sigma' : \sigma_0 \in F_{t_0}^\pi(s) \land \exists i. last(\sigma_0) \models p_i \land \sigma' \in F_{t_i}^\pi(last(\sigma_0))\}.$$ 

$t = \text{policy } f \text{ do } t_1 \text{ end}$ requires to satisfy sub-goal task $t_1$ following the transition rule $f$, that does not change a set of failure execution paths, but narrows the set of successful execution paths in order to reduce the search space. Formally, $S_{\pi}^t(s) = \{\sigma : \sigma \in S_{t_1}^\pi(s) \land \forall s_i, a, s_{i+1}. f | s_i, a, s_{i+1} = T\}$ and $F_{\pi}^t(s) = F_{t_1}^\pi(s)$, where $s_i, s_{i+1}$ are connected by a states from the execution path $\sigma$.

### 6.4 Planning Framework

In this work we re-used the planning approach that was proposed in Section 5.3. We built our framework on top of a formal model, where a planning goal is represented by a control automaton. This formalism was developed with aim to uniform the planning goal structure and to separate the plan search techniques from the concrete planning goal definition. In this formalism the planning framework is modeled as a 3-layer structure, where the first layer represents a planning goal defined in some goal language, the second layer represents a control automaton built according to the given planning goal, and the third layer represents a plan search algorithm that is guided by the control automaton. Since CA Planner and Plan Extractor components from the planning framework depicted on the Figure 5.2 are independent from the goal language, we only need to define the control automaton construction process for proposed goal language and re-use algorithms for CA Planner and Plan Extractor proposed.
in Section 5.3. The main benefit of this approach is scalability: in order to add new features to the goal language we only need to improve Control Automaton Converter.

6.4.1 Control Automaton Construction

We model a control automaton in terms of control states which characterize atomic sub-goals, transition function which define possible evolutions between control states, and guardian propositional and policy formulas which control a planning search process.

Definition 27 (Control Automaton with Policies). Let $F$ be a policy formula defined over domain states $S$, next states $\text{next}(S)$, and domain actions $\mathcal{A}$. A control automaton is a tuple $\langle C, c_0, T, RB \rangle$, where

- $C$ is a set of control states;
- $c_0$ is the initial control state;
- $T(c) = \langle t_1, t_2, \ldots, t_n \rangle$ is the ordered list of transitions from control state $c$. Each transition can be either normal, i.e. $t_i \in \mathcal{B} \times F \times (C \times \{\circ, \bullet\})$, or immediate, i.e. $t_i \in \mathcal{B} \times (C \cup \{\text{succ}, \text{fail}\})$
- $RB = \langle rb_1, \ldots, rb_m \rangle$ is the list of sets of control states marked as red blocks.

In comparison with Definition 24 the normal transition can be guarded by a policy formula, which restricts the set of actions that can be performed according to this transition.

Each control state represents a plan execution context according to the Definition 22. The normal transitions correspond to the action execution in the plan. Domain state $s$ satisfies the normal transition guarded by proposition formula $p$ if it satisfies $p$ and there is an action $a$ from $s$ such
that all possible action outcomes are compatible with some of the target control states. Moreover, the normal transition is additionally guarded by the policy formula, which restricts the set of actions that can be performed according to this transition. The immediate transitions describe the internal changes in the plan execution and cause only the change of the plan execution context, therefore they can not be guarded by policy formulas. The red block states indicates that any plan execution path should eventually leave these control states, i.e. the plan execution can not stay forever in the red block state.

In the following, we use the graphical notations of [55] for control automata definitions. We start from the goal operator. In fact, it represent the declarative goal expressed in the EaGLe goal language. The process of automata construction for the EaGLe goal is described in Section 5.3.1.

The control automaton for doAction \( a \) and check \( p \) are following:

We notice that, in doAction \( a \), the transition from control state \( c_1 \) guarantees that a domain state is acceptable only if next state is achieved by execution of the action \( a \). In check \( p \) all transitions are immediate, because it does not require action performing. It only checks that the current domain state satisfies formula \( p \).

The control automata for compound goals is modeled as a composition of automata designed for sub-tasks. The sequence \( t_1; t_2 \) is represented by following control automaton:

All successful transitions of the automaton for \( t_1 \) lead to the initial state of the automaton for \( t_2 \). All successful transitions of the automaton for \( t_2 \)
lead to the successful state for the compound goal $t_1; t_2$. Finally, all failure transitions either for $t_1$ or for $t_2$ falsify $t_1; t_2$.

The conditional goal task **if-else** is modeled as follows:

The context $c_0$ immediately moves plan execution to the initial context of one of the control automata for goal tasks $t_1$ or $t_2$ according to the current domain state, i.e. whether the property $p$ holds in the current domain state or not. We notice that if else part of the if-else construction is absent then transition $\neg p$ leads directly to success.

The control automaton for the cyclic goal task **while** is following:

The context $c_0$ has two immediate transitions guarded by conditions $p$ and $\neg p$. The former leads to the initial context of the automaton for $t_1$, i.e. the body of the cycle, and the later leads to the success of the compound automaton. The successful transitions of the automaton for $t_1$ return back
to the $c_0$, but failure transitions for $t_1$ falsify compound automaton. We notice that $c_0$ is marked as a red block. It guaranties that loop is finite.

The control automaton for the **try-catch** task with two **catch** operators is following:

![Automaton Diagram]

All successful transitions of $t_0$ lead to the success of the compound automaton, but all failure transitions of $t_0$ lead to the context $c_0$ which is responsible for management of the ”recovery” goals. $c_0$ has immediate transition to each $t_i$ automaton that guarded by property $p_i$. In case if there exists a domain state $s$ which satisfies more than one catch property $p_i$ then recovery tasks is selected nondeterministically. The last transition from $c_0$ to failure is guarded by property $\neg(p_1 \lor \cdots \lor p_n)$. It manages domain states that are not catched by recovery goals.

The operator **policy** causes the refinement of the control automaton of the goal task to which the policy is applied. In order to build the automaton for a goal task **policy $f$ do $t_1$ end** we do following:

- construct the automaton for the goal task $t_1$

- consider all normal transitions of the control automaton built for $t_1$ and conjunctively add $f$ to their guarding policy formulas.
6.4.2 Planning algorithm

To build plans for the goals described by the new goal language we re-use the technique described in Section 5.3 with a minor modification to support control automata with policies. In particular, for each normal transition \( t \), we extend the function \( \text{trans-assoc}(t, \text{assoc}) \) by adding a constraint expressed by the policy formula assigned to the transition \( t \).
Chapter 7

Implementation and Evaluation

The planning technique for goals with preferences is implemented as a component of the toolkit, namely WSynth, that was realized as a part of the project Astro [2]. Within this project, we developed tools to support the design and execution of distributed applications obtained by combining existing ”services” made available on the Web. The planning algorithm for planning with preferences described in this work is successfully exploited in that context to automatically generate the composition of the existing services, given a description of the requirements that the composition should satisfy.

The novel goal language for fusing procedural and declarative goals is implemented as an extension of the MBP planner [8], which is one of the top planners for extended goals in nondeterministic domains [33, 73, 9, 10, 30].

In this chapter we describe the architectural design of the software components that implement proposed planning techniques and approaches. In fact, the MBP planner and the planner component of WSynth tool are implemented based on the same conceptual model of the architectural design. We also evaluate obtained framework based on the range of experiments applied to the case studies described in the thesis and to the case studies motivated by real-life problems for automated Web Service composition.
7.1 Planner Architecture

The conceptual model of the functional architecture of the MBP planner is depicted on Figure 7.1. The planning core of WSynth tool is implemented as implication of MBP, therefore, it has identical architecture.

Input specification

The planner accepts two input parameters:

- **Domain description.** The current version assumes that the domain is described using SMV domain definition specification [27]. We note that NuPDDL domain definition language [7], which is an extension for one of the most popular planning domain definition language PDDL [42, 41], can be translated to the SMV notation using nupddl2smv tool [7].

- **Goal description.** The goal is written using the syntax of one of the
goal languages proposed in this dissertation, i.e. goals with preferences and procedural goals. Moreover, the MBP planner supports another languages for extended goals such as CTL or EaGLe.

Plan search phase

The plans search phase is performed as follows:

1. The framework translates the domain description to a state-transition system that encodes the planning domain according to Definition 1.

2. The framework lookups the goal model according to the goal description.

3. The framework preprocesses the given goal description based on the specified goal model. The obtained object encodes a goal either as a control automaton according to Definition 27 or as a flatten goal with preferences according to Definition 15.

4. The framework lookups a planner model that can handle the plan search process for obtained planning goal, i.e. the goal with preferences, or the goal as control automaton.

5. On the last steps, the framework performs planning based on the selected planner model and generates a plan description in the human readable format according to the generated plan structure.

Discussion

We note that in this thesis we developed additional goal and plan models to support goals with preferences described in Section 4. We also provide an implementation of the goal model that translates the novel procedural goal language proposed in Section 6 into the control automaton.
7.2 Evaluation and Experimental Results

In order to evaluate proposed techniques, we conducted a set of tests in several experimental domains. All experiments have been done by the 1.6GHz Intel Centrino machine with 512MB memory and running a Linux operating system.

7.2.1 Planning with Preferences

To show effectiveness of the proposed technique for planning with preferences we evaluate it in respect to:

- the size of the planning domain
- the complexity of the planning goal

We consider two domains. The first one is a robot navigation domain, which is defined as follows.

**Experimental domain 1.** Consider the domain represented in Figure 7.2. It consists of $N$ rooms connected by doors and a corridor. Each room contains a box. A robot may move between adjacent rooms if the door between these rooms is not blocked, pick up a box in a room and put down it in the corridor. The robot can carry only one box at the same time. A state of the domain is defined in terms of fluent $\text{room}$ that ranges from 0 to $N$ and describes the robot position, of boolean fluent $\text{busy}$ that describes whether the robot is carrying a box at the moment, of boolean fluents $\text{door}[i][j]$, that describe whether the door between rooms $i$ and $j$ is blocked, and of boolean fluents $\text{box}[i]$ describing whether the box in room $i$ is on its place in the room. The actions are $\text{pass-i-j}$, $\text{pick-up}$, $\text{put-down}$. Actions $\text{pass-i-j}$, which changes the robot position from $i$ to $j$, can nondeterministically block $\text{door}[i][j]$. 
We choose this domain for experiments because its size can be easily scaled up, i.e. the number of the domain states depends on the number of rooms with boxes. Moreover, it allows for scaling a complexity for planning goals. For instance, we assume that the planning goal expresses different preferences on how boxes are supposed to be delivered to the box storage in the corridor. The most preferable goal is ”deliver all boxes”. The set of boxes to be delivered is gradually reduced for goals of intermediate preference. The worst goal is ”reach the corridor”. It means that the robot has to avoid situation where all doors of the room in which the robot is currently in are blocked. Notice that the door used by the robot to enter the room can become blocked, so it may become necessary to follow a different path to leave the room, which may lead to more blocked doors and unreachable boxes.
7.2. EVALUATION AND EXPERIMENTAL RESULTS

We fixed number of goals and tested the performance of strong planning algorithm with preferences with respect to the number of rooms in the domain. The average results for 2, 3 and 5 goals are shown on the Figure 7.3. It shows that the proposed technique is able to manage domains of large size: it takes less than 600 seconds to plan for 5 goals in the domain with 9 rooms (i.e. more than $2^{29}$ states).

The second experimental domain is inspired by a real application, namely automatic web service composition [75, 72]. Within the Astro project, we are developing tools to support the design and execution of distributed applications obtained by combining existing ”services” made available on the web. The planning algorithms described in this dissertation are successfully exploited in that context to automatically generate the composition of the existing services, given a description of the requirements that the composition should satisfy.

**Experimental domain 2.** The planning domain describes a set of ”component services”, where each service has the structure depicted on Fig-
Figure 7.4. In particular, Figure 7.4.a and Figure 7.4.b describe the "component service" that we use for experiments with strong and strong cyclic planning with preferences respectively.

The initial action "isReady" forces the component service to nondeterministically decide whether it is able to deliver the requested item (i.e., booking a hotel or a flight, renting a car, etc.) or not. In the latter case, the only possibility is to cancel the request. If the service is available, it is still possible to cancel the request, but it is also possible to execute the nondeterministic action "getData", which allows us to acquire information on the service (i.e., the name of the booked hotel, or the ID for the car rental). We note that, in case of experiments with strong cyclic planning, the action "getData" can nondeterministically lead back to the state "Yes". The idea is that sometimes data requests have to be repeated several times to be proceeded. In this case we need strong cyclic planning to find a plan to reach the successful state.

The size of the domain search space is defined by the number of the "component services" that have to be composed. The planning domain is represented by the product of all its "component services". In order to scale the complexity of the planning goal we assume that the planning goal expresses different preferences on the task that the web service composition is supposed to deliver. For instance, the most preferred goal $g_1$ could be "book hotel and flight, and rent a car", the second preference $g_2$ could be "book hotel and flight without car", and the last preference $g_3$ could be "book hotel and train" — similar goals are very frequent in the domain of web service composition.

We considered two sets of experiments. In the first set, we tested the performance of the planning algorithm with respect to the size of the planning domain. We considered goals with 1, 7, and 15 preferences, and for all these cases we considered domains with an increasing number of services.
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The results for strong and strong cyclic planning algorithms are shown in the left side of Figure 7.5 and Figure 7.6 respectively. The horizontal axis refers to the number of services composing the domain (notice that \( n \) services means \( 7^n \) states in the domain). In the vertical axis, we report the planning time in seconds. In the second set of experiments, we test the performance with respect to the size of goals. The results for strong and strong cyclic planning algorithms are shown in the right side of Figure 7.5 and Figure 7.6 respectively, where we fixed the size of the domain to 10, 20 and 30 services, and increase the number of preferences in the goal \( G_{list} \) (horizontal axis).

Both sets of experiments show that algorithms are able to manage domains of large size: strong planning for 25 goals and strong cyclic planning for 13 goals in a domain composed from 30 services (i.e., more than \( 2^{82} \)).
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Figure 7.5: Experiments with strong planning with preferences in the service composition domain

states) take about 600 seconds.

7.2.2 Procedural and Declarative Extended Goals

We consider two domains and evaluate the planning time for different kind of planning goals, i.e. sequential, conditional, cyclic, recovering and reachability goals. The first test domain is a robot navigation domain, which is defined as follows.

Experimental domain 3. Consider the domain represented in Figure 7.7. It consists of $N$ rooms connected by doors one by one. Each room can contain a box, which can be a bomb or not. A robot may move between adjacent rooms, scan the room to check whether there is a box or not, investigate the box to check whether it is a bomb or not, disarm a bomb, and destroy the box. A state of the domain is defined in terms of fluent position that ranges from 1 to $N$ and describes the robot position, of fluent room[i] that can be in one of five states {"unknown", "empty", "withBox", "withBomb", or "safe"}, of fluent room_content that can be in one
7.2. EVALUATION AND EXPERIMENTAL RESULTS

Figure 7.6: Experiments with strong cyclic planning with preferences in the service composition domain

Figure 7.7: A robot navigation domain

of two states \{"clean", "damaged"\}. The actions are goRight, goLeft, scan, investigate, disarm, destroy. Actions goRight, goLeft deterministically change robot position. Action scan nondeterministically changes room state from "unknown" to "empty" or "withBox". Action investigate nondeterministically changes room state from "withBox" to "safe" or "withBomb". Action disarm deterministically changes room state from "withBomb" to "safe" and can be applied only 2 times. Action destroy deterministically changes room state from "withBox" or "withBomb" to "safe" and sets room content to "damaged".

Intuitively, disarm and destroy actions can be used to solve the prob-
lem with bomb in the box, but later has to be applied only if former is not allowed. Based on these actions we can see how the planner can capture intentions of the planning goal and generate as best plan as possible. The planning goal is to reach a state where all rooms are "empty" or "safe" and the content of some (very important) rooms is not damaged. We can define such goal in our new goal language as follows (as example we consider a domain with 3 rooms):

```plaintext
while (room[position]=unknown) do
  policy (next(position)=position) do
    try
      goal TryReach (room[position]=empty)
    catch (room[position]=withBomb) do
      goal DoReach (room[position]=safe)
    end
  end
  doAction goRight
end
check(content[3]=clean)
```

In this goal robot movements between rooms are hardcoded, but robot activities in the room requires a combination of reachability goals. Moreover, we prefer to reach a state "room[position]=empty", and only if it is not possible to achieve "room[position]=safe". In order to reduce search space for planning robot activities in the room we defined a policy "next(position)=position" that does not allow for considering robot movement actions. Such goal is more expressive than temporal logic formula and much more preferable for human operator than hard-coding the plan by hand. It demonstrates the "happy medium" of the fusing procedural and declarative approaches for the goal definition.

We tested the performance of the planning algorithm with respect to
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the number of rooms in the domain and compared with planning for a simple reachability goal that can be defined as "Reach the state where all rooms in the domain are safe or empty". The average results are shown on the Figure 7.8.

Figure 7.8: Evaluation results for the robot domain

Experiments showed that for simple domains (less than 6 rooms) planning for a reachability goal is faster, because the memory management and operations on the control automaton take more time than planning for reachability goal. But in more complex domain our planning technique solves the problem much faster, especially with systematic usage of policies. If we make our goal weaker by removing the last operator "check(content[3]=clean)" then we get a goal where robot activities in the room are not linked with robot position. It means that we can resolve the goal

try
goal TryReach (room[position]=empty)
catch (room[position]=withBomb) do
**goal** DoReach (room[position]=safe)

```plaintext

end;
```

in the domain with one room, i.e. in a very small domain. Such planning takes about 0.01 second. After that we can re-use generated plan in the previous goal and obtain a goal task which does not contain goal operators. Hence, all normal transitions correspond only to doAction operators. In fact, we transform the plan search problem to the plan verification problem which is incomparably easier. For instance, planning for such kind of goal in the domain with 50 rooms takes less than 1 second.

The second experimental domain is inspired by the automatic web service composition application [75, 72].

**Experimental domain 4. For testing reasons we model a simplified version of the bookstore Web Service application. In particular we consider only 2 Web Services: BookSearch and BookCart which are shown on Figure 7.9(a,b). BookSearch describes a workflow to find a book in the bookstore. BookCart describes a workflow to add obtained book to the user cart and, finally, to checkout it. All possible User activities for communications with bookstore is shown on Figure 7.9(c). We use a fluent ”message” to emulate message exchanging between Web Services and User. We write**
”?” before the action name if this action requires (as a precondition) specific message to be sent, and “!” if this action initiates (as a postcondition) the message sending. For instance, the User action ”? getBookID” can be performed only if current message is ”bookID” that can be set by the action ”! bookID” of BookSearch. Due to the lack of space we do not provide a formal definition for the planning domain and the planning problem. Intuitively, each actor in the Web Service composition is represented by a state-transition system and the planning domain is obtained as a product of these STS. N pairs of BookSearch and BookCart services emulate N bookstores and our goal to plan user activities to find and buy at least one book in at least one bookstore.

We tested the performance of the planning algorithm with respect to the number of bookstores in the domain and compared with planning for a simple reachability goal that can be defined as ”Reach the state where user found and bought a book in exactly one bookstore”. Using the proposed goal language we can encode some search knowledge in the goal definition. For instance, to satisfy such kind of goal we can:

- consider bookstores one by one iteratively until a book is bought. In each bookstore we can:
  - try to find the book and buy it. If it is impossible:
  - perform some recovering actions to leave bookstore in a consistent state.

Therefore, the planning goal can be written in following way:

```plaintext
while ( 'book is not bought' &&
    '∃ available bookstore') do
  doAction 'choose next bookstore'
try
```

[124]
Figure 7.10: Evaluation results for the WS composition domain

```
goal TryReach 'achieve search results'
if ('book is found') do
  goal TryReach 'cart is checked out'
else
  goal DoReach 'user is logged out'
end;
catch ('login is failed') {
  goal DoReach 'BookSerch is in fail' && 'BookCart is in initial'
catch ('cart checkout is failed') {
  goal DoReach 'user is logged out' && 'BookCart is in fail'
end
end
```

The average results are shown on the Figure 7.10. As in robot domain we can see that our approach is extremely effective in large domains.
7.3 Discussion

In this chapter we reported practical results obtained as a result of application proposed planning techniques to different case studies. The results of the experimental evaluation demonstrates the vitality of novel classes of extended goals proposed in this work. Each planning approach proposed in this work we evaluated in experimental domains inspired by the problem of automated web service composition [68, 75, 72, 82, 57, 58]. Indeed, the Experimental Domain 2 demonstrated the approach to build the composition of abstracted services typical for travel agency domains. The Experimental Domain 4 demonstrated the approach to build a complex bookstore application as a composition of distributed services based on the procedural planning goals. We also showed that all proposed planning algorithm can deal in large space domains.

We remark that results of this work has been successfully applied in the real-life application Astro [2].
Chapter 8

Conclusions

In this thesis we presented novel techniques for planning with extended goals in nondeterministic domains. We considered two classes of extended goals: goals with preferences, and procedural goals intermixed with declarative goals. In both cases we presented a solution in terms of conditional planning. We provided a theoretical framework that includes (i) the novel goal language for each class of extended goals we discussed, (ii) the formal model for this goal language, and (iii) the planning algorithm that can be used to resolve such kind of planning goals. We developed an implementation of the proposed framework and integrated it with MBP planner, which is one of the state of the art planners that can deal with conditioning planning in nondeterministic domains. To evaluate obtained framework we conducted a set of tests and showed that our approaches are promising, since they allow for expressing complex goals and solve such goals efficiently in large space domains.

Planning with preferences

We showed that planning with preferences is extremely important for nondeterministic domains, since ever very simple reachability goals in most cases can not be satisfied by strong plans. Moreover, weak plans can not
be considered as a problem solution because of possibility to terminate in unpredicted fail state.

We proposed the intermediate approach based on the idea that each disputable sub-goal can be defined as a set of alternative sub-goals with different priorities expressing the user preferences. In this case, the basic requirement to the solution is that it has to be a strong plan for the disjunctive combination of all possible sub-goals. It means, that some of sub-goals can be satisfied weakly, or is not satisfied at all. To complete the model, we require that resulting plan has to be optimal according to the user preferences.

Formally, we modeled a goal with preferences by the combination of two operators: \textbf{OneOf} and \textbf{All}. The operator \textbf{All} is used to conjunct sub-goals when all of them have to be satisfied. The alternative operator \textbf{OneOf} is used for the goal composition when only one of them has to be satisfied. The \textbf{OneOf} construction provides a possibility to specify a secondary (less preferable, compensation or recovery) goals to manage the situation when the focused goal became unreachable as result of the nondeterministic action outcome. We proposed a quantitative approach to express user preferences between disjunctive sub-goals of \textbf{OneOf} operator, i.e. a natural number is assigned to each disjunctive sub-goal to formalize its ”preference value”.

We developed a formal model for proposed goal language with preferences. The core element of this model is a preference function that assigns a natural number to any domain state according to the specified planning goal. This function evaluates each domain state according to the user preferences expressed in the planning goal. Based on the idea of preference function, we formalized the concept of optimal plan. To model plan optimality criteria we used an optimistic behavior assumption, i.e. we compare the plans according to the goals of best preferences reached by the plans. In
case the maximum possible goals are equal, we apply a pessimistic behavior assumption, i.e., we compare the plans according to the goals of worst precedence. In comparison with other possible models of preferences, our approach has the advantage of being simpler, and the experiments show that it is sufficient in practice to get the expected plans.

To evaluate the proposed framework we tested its performance in two dimensions, i.e. we analyzed planning time in respect to complexity of the planning goal and size of the planning domain. All experiments showed that our technique allows for efficient resolving complex goals with preferences in the large space planning domains.

**Procedural and declarative goals**

In this work we presented a novel approach to planning in nondeterministic domains, where temporally extended goals can be expressed as arbitrary combinations of declarative specifications and of procedural plan fragments. The planning framework was developed on the basis of idea that procedural constructions typical for the plan definition can interleave with declarative goals in order to handle extended planning goals in a procedural way. This framework provides an opportunity to the human domain expert to express his knowledge about the planning domain in the goal. Moreover, using a procedural approach in the goal definition gives a possibility to help the planner in reasoning by dividing a complex goal into smaller ones and resolving them separately. The advantage of the approach is twofold. First, the expressiveness of the language allows for easier specifications of complex goals. Second, rather simple and natural combinations of procedural and declarative goals open up the possibility to improve performances significantly, as shown by our preliminary experimental evaluation.

We built our framework on top of a formal model, where a planning goal
is represented by a control automaton. This formalism was developed with aim to uniform the planning goal structure and to separate the plan search techniques from the concrete planning goal definition. In this formalism the planning framework is modeled as a 3-layer structure, where the top layer represents a planning goal defined in some goal language, the middle layer represents a control automaton built according to the given planning goal, and the low-level layer represents a plan search algorithm that is guided by the control automaton. The middle layer makes the plan search techniques independent from the goal language. It makes the framework scalable, i.e. we can easily introduce the new goal language constructs as a plug-in component that describes a translation to a control automaton. This idea for the planning framework structure was successfully applied in MBP planner, and in this work we reuse and extend it.

We conducted a set of experiments, which showed how our new language can express complex planning goals in a procedural way and demonstrated that such goals can be solved efficiently in the large space planning domains. We showed how the procedural constructs can be used to make the goal more precise and how the goal can be clarified using the domain specific search knowledge information. We demonstrated that such kind of goal clarification can significantly improve and optimize the plan search process.

8.1 Directions for Future Work

This work deals with planning for new kinds of extended goals that were not addressed in the literature before. It opens a wide range of directions for future work.

The goals with preferences and goals with procedural constructions represent two orthogonal dimensions for the extended goals. Intuitively, the
user preference is a qualitative property of the planning goal that does not assume any restrictions to the goal internal structure. The idea of fusing procedural and declarative planning goals consider only the internal goal structure and does not cover the user intentions such as preferences between different goals. In this work we dealt with both goal dimensions separately; therefore one of the most important open issues is to investigate a problem of planning for goals that union both approaches. This can have a big impact on the expressiveness of the resulting goal language and effectiveness of the plan search techniques. Moreover, both classes of planning goals inspired a lot of personal open issues to be investigated.

There are two key points for planning with preferences: (i) methodology for formalization of different types of preferences between goals, and (ii) the concept of the optimal plan that meets goals preferences. In this work we addressed only core types of preferences that assume satisfiability either all sub-goals or at least one sub-goal with maximal possible preference. One of the possible extension would be to introduce new kinds of preferences, such as satisfiability of a maximal possible number of sub-goals or satisfiability of a sub-set of sub-goals with maximal possible conjunctive preference. Concerning to the plan optimality concept, a set of approaches should be investigated. Additionally to the maximal and minimal preferable goals that can be satisfied by the plan, it is necessary to investigate the impact of the intermediate preferable goals to the plan quality.

We also work on the technical part of the proposed approach, i.e. the presented algorithm based on the backward search idea where we start planning from the less preferable sub-goal. We plan to adopt some strategies to optimize the plan search process which start planning from the most preferable sub-goal and consider less preferable sub-goals only if it is really necessary.

Another set of extensions would target a procedural goal language. One
of the most important problems is to apply object oriented approach to the planning domain model, where the planning domain is represented by a set of objects that interact with each other. In this setting, we can introduce a concept of local variables and procedure parameters based on the object types defined by the domain. Moreover, the quantifies $\forall$ and $\exists$ applied to domain objects can significantly improve expressiveness of the goal language. We plan to add additional concepts to the goal languages to make it more procedural, i.e. the concept of a procedure and procedure call.

With respect to the efficiency of the proposed techniques, we plan to work on improvement of both theoretical and practical part of the proposed planning approaches. We are interested in development of the universal approach for the plan search process based on the control automata.
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